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Correspondence

Multiresolution Data Integration Using Mobile Agents in  data to the server (processing element) where data processing tasks are
Distributed Sensor Networks carried out. However, the client/server model is not appropriate for data
integration in DSNs. First, the data integration at the server requires
Hairong Qi, S. Sitharama lyengar, and Krishnendu Chakrabarty data transfer from local sensor nodes. When the size of data file is
large and the number of sensor node is big, the network traffic can be

] ) ) ~extremely heavy, resulting in poor performance of the system. Second,
Abstract—We describe the use of the mobile agent paradigm to design ¢, ,n456 connection-oriented service is used (e.g., ftp application uses
an improved infrastructure for data integration in distributed sensor net- . . .
work (DSN). We use the acronym MADSN to denote the proposed mobile- Protocol), the client/server model requires the network connection to
agent-based DSN. Instead of moving data to processing elements for databe alive and healthy the entire time a data transfer is taking place. If the
integration, as is typical of a client/server paradigm, MADSN moves the connection goes down, both the client and the server have to wait until
processing code to the data locations. This saves network bandwidth and the connection is recovered to finish the data transfer and do further

provides an effective means for overcoming network latency, since large - . . .
data transfers are avoided. Our major contributions are the use of mobile analysis, which will affect the system performance as well. Third,

agent in DSN for distributed data integration and the evaluation of perfor-  the client/server-based DSN cannot respond to the load changing in
mance between DSN and MADSN approaches. We develop an enhancedeal time. When more sensors are deployed, it cannot perform load

multiresolution integration (MRI) algorithm where multiresolution anal- balancing without changing the structure of the network.

ysis is applied at local node before accumulating the overlap function by ;
mobile agent. Compared to the MRI implementation in DSN, the enhanced Recent advances in sensor technology allow better, cheaper, and

integration algorithm saves up to 90% of the data transfer time. We de- SMaller sensors to be used in both military and civilian applications,

velop objective functions to evaluation the performance between DSN and especially when the environment is harsh, unreliable, or even ad-

MADSN approaches. For a given set of network parameters, we analyze versarial. A large number of sensors are usually deployed in order

the conditions under which MADSN performs better than DSN and deter- 5 achieve quality through quantity. On the other hand, sensors
In;:/rgle.the condition under which MADSN reaches its optimum performance typically communicate through wireless networks where the network

bandwidth is much lower than for wired communication. These issues

Index Terms—Dbistributed sensor network (DSN), mobile agent, multi- - hring new challenges to the design of DSNs. First, data volumes being

resolution integration (MRI). integrated are much larger. Second, the communication bandwidth
for wireless network is much lower. Third, the environment is more

. INTRODUCTION unreliable, causing unreliable network connection, noisy background,

. and increasing the likelihood of input data to be in faulty.
Distributed sensor networks (DSNs) have recently emerged as M this paper, we design an improved DSN architecture using mo-

important Teseamh area [1]-{5]. This development has_been spurrecbﬁg agents—we refer to this as mobile-agent-based DSN (MADSN).
advances in sensor technology and computer networking. Even thoygly» jitional DSNs, data are collected by individual sensors, and then
Itis economically feasible to implement DSN, there are several teGhitted to a higher-level processing element which performs sensor
nical (’:h_allenge.s that must be, overcome before. DSNs can be usedefggon. During this process, large amounts of data are moved around
today’s increasingly complex information gathering tasks. These tasiig, nework, as is the typical scenario in the client/server paradigm.
such as battlefield surveillance, remote sensing, global awareness, giangy adopts a new computation paradigm: data stay at the local
are usually time-critical, cover a large geographical area, and reaWite, while the integration process (code) is moved to the data sites. By

reliable delivery of accurate information for their completion. transmitting the computation engine instead of data, MADSN offers
Wessonet al. [5] were among the first to propose the design the following important benefits.

DSNs. Si th | efficient DSN hitect h b . . . .
S- Sihce then, several etlicien arenitectures have been, Network bandwidth requirement is reduced. Instead of passing

presented in the literature, including the deBruijn based network [1], large amounts of raw data over the network throuah several round
the flat tree network [2], [4], the multi-agent fusion network [3], and g u we Verthe netw ough several rou
trips, only the agent with small size is sent. This is especially im-

the hierarchical and committee organization [5]. While improving the ortant for real-time anplications and where the communication
performance of DSNs in different aspects, all these approaches use a P § ppiica .
is through low-bandwidth wireless connections.

common network computing model: the client/server model, which « Better network scalability. The performance of the network is not
supports many distributed systems, such as remote procedure calling Y- P L .
affected when the number of sensor is increased. Agent architec-

(RPC) [6], common object request broker architecture (CORBA) [7], . :
[8], etc. In client/server model, the client (individual sensor) sends tures thats_upport adaptlve network load balancing could do much
of a redesign automatically [9].

« Extensibility. Mobile agents can be programmed to carry task-
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Features DSN MADSN
Element moving on the network | Data | Computation
Bandwidth consumption High Low
Scalable? No Yes
Extensible? No Yes
Affected by network reliability? | Yes No
Fault-tolerable? Yes Yes
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Fig. 1. Comparison between DSN and MADSN. (a) Feature. (b) Architecture.

interconnected
network

using mobile agents. It also defines the two problems studied in the
design of MADSN. Section Il first reviews the multiresolution data
integration algorithm implemented in traditional DSN, then describes
its implementation using mobile agents. A case study is provided. Sec-
tion IV compares the performance of DSN and MADSN. For a given set

of parameters, it derives the condition under which MADSN performs /'

better than DSN, also the condition under which MADSN reaches its !

optimum performance level. Section V presents the conclusions. ' O sensor node

@ Processing Element

cluster

Il. BACKGROUND AND PROBLEM STATEMENT

This section reviews the basic DSN architecture and the key charfig- 2. Architecture of a general DSN.
teristics of mobile agents. The problems studied in this paper are for-
mally defined at the end of the section.

A general DSN (Fig. 2) consists of a setsainsor nodes, set ofpro-
cessing elemen{®Es), and @ommunication networikterconnecting
the various PE’s [1]. One or more sensors is associated with one PE. )

One sensor can report to more than one PE. A PE and its associdted/obile Agents

(2-D) surface and the sensor nodes are fixed.

text of this paper, we assume that the sensor field is a two-dimensional

sensors are referred to aslaster Data are transferred from sensors Generally speaking, mobile agent is a special kind of software
to their associated PE(s) where the data integration takes place. RB&h can execute autonomously. Once dispatched, it can migrate
can also coordinate with each other to achieve a better estimationfroin node to node performing data processing autonomously, while
the environment and report to higher level PEs. Notice that only tkeftware can typically only execute when being called upon by other
lowest-level PEs are connected to the sensor nodes. Higher-level Ritgines. Franklin and Graesser provided a formal definition of agent

only connect to lower-level PEs, but not the sensor nodes. In the cam{10].
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Definition 1: An autonomous agenis a system situated within a PE; MA;
part of an environment that senses that environment and acts on it, ove [Givide vhe el inta 7 sabarens | i
time, in pursuit of its own agenda and so as to effect what it senses in 1 use itinerary attribute
the future to determine the next hop

create one mobile agent MA;; for each |

A good example to describe the difference between an agent and ar subarea, where j =1---m
ordinary computer program is also given in [10]. A payroll program in

a real world environment is not an agent because its output would not
normally affect what it senses later. A payroll program also fails the
“over time” test of temporal continuity. It runs once and then goes into
a coma, waiting to be called again. A mobile agent is an agent with the
ability to migrate. Note that Java “applets” as used by web browsers are [_integrate results from MAy; |
not mobile agents because they do not satisfy the autonomous and mi-
gration criteria. Java applets only run on the local machine once beffig. 3. Flowchart for agent creation, dispatch, and migration with single
requested and downloaded. processing element.

Lange listed seven good reasons to use mobile agents [11], including
reducing network load, overcoming network latency, _robust and_ fau_lt- Let PE; represent a certain processing element that is in charge of
tolerant performance, etc. Although the role of mobile agents in dlﬁie surveillance of a certain area. LUetA; 1, - -, MA; )} repre-

tributed computing is still being debated mainly because of the securété(Pt a group of» mobile agents dispatched ByE: . Without loss of

concern [12], [13], several applications have shown clear evidence %nerality we assume that eadhd; ; (j = 1, ---, m) visits the
1 G ) - » ’

benefiting from the use of mobile agents. For example, mobile age e number of sensor nodes, denoted 5yhe problems studied in
are used in networked electronic trading [14] where they are dispatc ﬁ% paper are formally defined’as follows:

by the buyer to the various suppliers to negotiate orders and dellverlesEata Integration Problem: At each sensor site, what kind of data

and then return to the buyer with their best deals for approval. Instea Y cessing should be conducted and what integration results should be
having the buyer contact the suppliers, the mobile agents behave 1K€ ied with the mobile agent?

representatives, interacting with other representatives on the buyer E)ptimum Performance Problemtow to balance the value of.
behalf, and alert the buyer when something happens in the network t%%n such that the performance of MADSN is superior to DSN?
is important to the buyer. Another successful example of using mobi eFig’. 3 outlines the life cycle of a mobile agehfA; ; and its re-
agents is distributed information retrieval and information dissemin tionship with its dispatcheP E, . Details are explain/é‘]d in following
tion [15]-[18]. Agents are dispatched to heterogeneous and geogra| Ftions.
cally distributed databases to retrieve information and return the query

results to the end-users. Mobile agents are also used to realize network

awareness [19] and global awareness [20]. Network-robust applications IIl. M ULTIRESOLUTION INTEGRATION ALGORITHM
are of great interest in military situations today. Mobile agents are used

to be aware of and reactive to the continuously changing network con/\S mentioned in Section I, MADSN must respond to the challenges

ditions to guarantee successful performance of the application task@c a larger amount of sensor ngdes and hlgher probablllt_y of faulty
In this paper, we use mobile agent in distributed sensor networksYgnsor readouts due to both environmental noise and physical damage.

perform multiresolution data integration. Problems to be studied dYi€ Sensor nodes can increase the computation load, while more
defined in the following section faulty sensors can cause the integration results to be more unreliable.

Algorithms are therefore sought which should not be significantly
affected by network scaling, and yet provide better performance
and higher fault tolerance. This section first reviews the original
We define the mobile agent as an entity of the following five atmultiresolution integration (MRI) algorithm proposed for DSNs [21].

| migrate to the next data location ’

perform data integration

B. Problem Statement

tributes. Enhancements to the basic MRI algorithm are then described in order
1) Identification. to take advantage of mobile agents to achieve better network scala-
2) ltinerary. bility and fault tolerance. The enhancements involve a multiresolution
3) Data. analysis of individual sensor readout to generate a simple function
4) Method. (the overlap function) at the sensor site, followed by an integration of
5) Interface. the simple functions at the processing element. Compared to the MRI

implementation in DSNs, where the integration of individual sensor
readout (carried out at the processing element) is followed by the

* Identificationis in the format of 2-tuple:, j), where: indicates mtiresolution analysis of the integrated simple function, the mobile
the identification number of its dispatcher gitthe serial number

! ot - - ent implementation of MRI algorithm reduces the data transfer time
assigned by its dispatcher. Each mobile agent can be unlqug&aS much as 90%.
identified by its identification. We usé{ A; ; to indicate dif-

ferent mobile agents. - . .

Itinerary includes information about migration route assigned b@' Original MRI Algorithm in DSNs

processing element before dispatched. The original MRI algorithm was proposed by Prasad, lyengar, and
Datais an agent’s private data buffer which mainly carries inteRao in 1994 [21]. The idea essentially consists of constructing a simple
gration results. function (the overlap function) from the outputs of the sensors in a
Methodis the implementation of algorithms. In MADSN, the keycluster and resolving this function at various successively finer scales
method is the multiresolution data integration algorithm. of resolution to isolate the region over which the correct sensors lie.
Interfaceprovides interface functions for agent and processiri§ach sensor in a cluster measures the same parameters. It is possible
element to communicate with each other, and for processing eleat some of them are faulty. Hence it is desirable to make use of this
ment to access agent's private data buffer. redundancy of the readings in the cluster to obtain a correct estimate

These attributes are defined as follows.
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of t_he parameters being 0b_s¢_—3rved. Before detailed discussion, we flglat5 Overlap functiofi2( z ) and its appearance at different resolutions. (The
review several relevant definitions. shaded region indicates the region needs to be resolved over.)
Definition 2: An abstract sensoris defined as a sensor that reads a
physical parameter and gives out an abstract interval estimate which is
a bounded and connected subset of the real number of a certain dinfdgerithm 1: Multiresolution analysis of the overlap function in DSN.
sion. We classify abstract sensors into two categoci@sect sensors Data(x), 2%, (—e < k < 0), assuming the coarsest resolution is
andfaulty sensors : 27¢, the highest resolution &°, [A, B] is the interval of the
Definition 3: A correct sensoris an abstract sensor whose interval : overlap functionf2(x)
estimate contains the actual value of the parameter being measureBesultthe final cres{y;, +,] under resolutiorz*, wherey, and~;,

Otherwise, it is daulty sensor. . are the lower and higher bounds of the crest respectively
Definition 4: A faulty sensor igamely faulty if it overlaps with t = —¢
a correct sensor, and veildly faulty if it does not overlap with any While ¢ <= k do
correct sensors. resolveQ(x) at resolution2® by sampling it over the intervdl4, B] at
Definition 5: Let sensors, ..., Sy feed into a processdr. Let pointsn2~t, (|A/27t] < n < [B/27%]), to obtainQ,(x);
the abstract interval estimate 6f beI; (1 < j < N), the closed select the highest peaks fram (z);
interval[a;, b;] with end points:; andb;. The characteristic function choose from these peaks the one with the widest sgtéadB,], which
x; of the jth sensorS; is defined as follows: is a crest;
Qx) = Q. ([As, B]);
. 1, ifa; <a<by A=A, B = By;
X"(w):{() if 2> b;ore <ay t=
; : J it =t+1
end

Definition 6: Let Q(x) = Z}V:l x;(x) be the “overlap function”
of the NV abstract sensors. For eache R (R is the set of thereal , = A4, 4, = B;
number of 1-dimension}(x) gives the number of sensor intervals in

which z lies; that is, the number of intervals overlapping:at
Definition 7: Crest is a region in the overlap function with the This procedure results in the isolation of those regions over which

highest peak and the widest spread. the overlap functiof(x) has a maximum value, corresponding to high
Fig. 4 illustrates the overlap function for a set of seven sensors céegree of overlapping of individual sensor readouts. The algorithm is
culated from their characteristic functions. We can observe several l@gfimal, since the overall time required @(n log n), which is the

characteristics from the profile which is common to all overlap fundime required to maintaif(x). This algorithm is also robust, satisfies
tions. the Lipschitz condition [22], which ensures that minor changes in the

« Tamely faulty sensors cluster around correct sensors and crejgﬁéﬂ intervals cause only minor chapges in the integrated result. Fig. 5
high and wide (maximal) peaks in the profile®fz). illustrates the multiresolution analysis procedure.
 Wildly faulty sensors on the other hand do not overlap with cor-
rect sensors, and therefore contribute to smaller and narrovier MRI Implementation Using Mobile Agents
peaks. In a DSN, all readouts from the sensor nodes are sent to their corre-
Therefore, the actual value of the parameter being measured Bp®nding processing elements, where the overlap function éhtst
within regions over which the maximal peaks$®€x) occur with the resolution is first generated, and the multiresolution analysis procedure
widest spread. is then applied to find the crest at tdesiredresolution.
1) Multiresolution  Analysis of the Overlap Func- In a MADSN, the mobile agents migrate among the sensor nodes
tion: Multiresolution analysis provides a hierarchical frameworland collect readouts. Therefot®] A;, ; always carries gartially in-
for interpreting the overlap function. It is natural and more efficiertegrated overlap function which is accumulated into a final version at
to first analyze details at a coarse resolution and then increase IhE; after all the mobile agents return. During this process, if MADSN
resolution for only the region of interest. applies the multiresolution analysis method in the same way as DSN
Given a sequence of increasing resolutio2is®, 27", ..., 2°), does, thatis, letting{ A, ; carry the partially integrated overlap func-
wherec is a positive integer, we define the difference of functfgnr)  tioninits finest resolution and then use multiresolution analysis (MRA)
at resolutior2—“*! and resolutior2 ¢ as the details of () at reso- to find the crest at desired resolution/aE; , the advantages of mobile
lution 27T, The algorithm is described as follows. agents will be nullified because of heavy data migration.
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Fig. 6. Readouts from ten sensor nodes at ime

TABLE |
TRACING THE CHANGE OFw; ; GENERATED BY M A, 1

$j [av b] dmin | dmas 12”5?‘ %”Hf‘ wi1 0 10 20 30 40 50 60

51[2,10] 8 8 1 1 [0,1,0,0,0,0,0,0] Fig. 7. Overlap function at its finest resolution and the version with 8
times coarser resolution obtained by modified MRI using mobile agent

83[4,15] | 8 8 1 1 |[0,2,0,0,0,0,0,0) implementation.

53[10,20] 16 16 2 2 [0,2,1,0,0,0,0,0] Maximum value of m vs. j for f(madsn) <= t(dsn)

1000 T T T

sa[15,25] | 16 | 24 | 2 3 |0,2,21,0,0,0,0]

5520,27) | 24 | 24 | 3 3 |10,2,2,2,0,0,0,0]

TABLE I
TRACING THE CHANGE OF w; » GENERATED BY M A, »

dmin dme
3; [aa b] dmin | dmas -k —klz._ Wi

s6[14,28) | 16 | 24 | 2 3 110,0,1,1,0,0,0,0]

57[30,40] | 32 | 40 | 4 5 [[0,0,1,1,1,1,0,0]

sg[21,31] 24 24 3 3 [0,0,1,2,1,1,0,0]
$9[45,60] | 48 | 56 | 6 7 110,0,1,2,1,1,1,1] 293 02 03 0 os o 07 08
310(20,35] | 24 | 32 3 4 1100,0,1,3,2,1,1,1) Fig. 8. Performance evaluation between DSN and MADSNs. .

. . Algorithm 2: Modified MRI algorithm for MADSN—beforeM A; | ; leaves
We enhance the basic MRI algorithm for MADSNs and prese

a more efficient implementation. The key concept underlying the
enhanced algorithm is that MRI is applié&fore accumulating the resolution2* (—c <: k < 0)

overlap function. A one-dimensional (1-D) array, ;, can serve as an Resultarrayw; ; to hold par_tially-integrated overlap function
appropriate data structure to represent the partially-integrated overlag; - (B — 4; /2%
function carried byM 4; ;. If the size ofw; ; is s,0 at resolutior2”, initializo w: - as a 26ro vector with elements:
then at resolutio” (2=* times coarser tha@’), the size ofw; ; is ol ’
550/27%, that is,2~" times less tham,o. The following algorithms

£

Data integration intervalA;, B;], highest resolutiog®, desired

describe the procedure in detail. Algorithm 3: Modified MRI algorithm for MADSN—\{ A; ; at sensor node
Let PE; be the processing element of interestthe number of mo-  Dataw,, ;, 2%, readout interval from the abstract senfor®] (a bounded
bile agents dispatched/ 4; ; the mobile agent dispatched WYE; connected: set of real numbers)

(1 < j < m),and[A;, B;] the interval that covers readouts from all Resultw; ;

the sensors migrated By A, ;. Algorithm 2 creates the 1-D array, ;

based on the desired resolution. Algorithm 3 accumulates the sensdind the smallest multiple o2 —*, ..., such that..;.,
readouts tav;, ; and forms the partially integrated overlap function at find the largest multiple 02 ~*, duax, SUch thatly,ax
the desired resolution. Algorithm 4 integrates the partial overlap func- if duin < dmax then

tions from allM A, ; dispatched by? E;. The final integration is car- increase elements; ;[dwmin/27% ¢ dmax/27%] by 1, dmin/27% and
ried out at the processing element. A case study is provided for better d,.../2~* are indices of the array)

illustration. end

a;

>
<b;



388 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART C: APPLICATIONS AND REVIEWS, VOL. 31, NO. 3, AUGUST 2001

226 b 036} |

225.51 094

225 / 092

@) (b) (©
Fig. 9. Execution time for DSN and MADSN with respectitowith p = 1000, »,, = 100 Kbps, andj = 0.25.

Algorithm 4: Modified MRI algorithm for MADSN—A/ A; ; back toPE; 450 Maximun value of m ve. 1 fortomacen) <= teon)
Dataw;_ ;, 2%, m (total number of agents dispatched ByE;), integration
interval:[4;, B;]
Resultfinal crest[y,, 7..] at resolutior2*
: 400 1
create a zero vectap; with (B; — A; + 1) elements;
j=2
while 7 < m do
accumulatev; ; tow; 1; E380p 1
J=J+1L
end
index = 0;
while index < (B; — A; +1)/2~* do 800 1
¥;[index : index + 27% — 1] = w;, {[index/27F];
index = index + 27%;
end
select the highest peak ¢f.. If there are more than one peak with the same T 107 0 107

height, then all the peaks should be selected; o1

choose from these peaks the one with the widest sfiread.,], which is a Fig. 10. Performance evaluation between DSN and MAD&NIs.1/v,,.
crest;

Notice that in this case study, the performance gain is actually due to
1) Case Study:In this section, we present a case study to illustratéie parallel fusion carried out by mobile agents.
the MADSN-based MRI algorithm. Suppof&; has ten sensor nodes
(s1, ..., 510), migrated bym = 2 mobile agents withM 4;  cov- IV. PERFORMANCECOMPARISONBETWEEN DSN AND MADSN
erings; to ss, andM A;, » coveringss 10 s10. The readouts of sensors

attimet are listed in Fig. 6. The integration intenjal;, B;] is [0, 63].
) , . : o
The overlap function at its highest resolution then has 64 elements.t.he same integration results, MADS.N saves 91.25% of (_Jlata transfer
. I . ; ) time compared to DSN. However, this does not necessarily mean that
If the desired resolution &~ (or eight times coarser than the fines K . .
. ) : . - ADSN is always better than DSN since MADSN also introduces

resolution), according to Algorithm 2, an array, ; with 8 = 64/8 . . .

’ \ferhead, such as the extra time spent for agent creation and dispatch.

elemer_ns will be created and |n|t|_al|zed by each mobile agent. Ta_tbl%n the other hand, DSN needs to transfer data filé& & which also
and Il list the step-by-step execution result for each agent accordlngC 0

. auses overhead due to file accesses. In this section, we analyze the
Algorithm 3. relative performances of DSN and MADSN, and determine conditions
According to Algorithm 4,v; ;1 andw; » are summed up to generate Pe . o

L under which an MADSN is more efficient than a DSN. These con-

[0,2,3,5,2,1, 1, 1], which is then extendeditpas . . . .
ditions are determined by a set of parameters, including the network
transfer ratey,,, the data processing ratg, the data file sizess, the
—_— L L T L mobile agent data buffer size,, overhead of agent., overhead of
8 8 8 8 8 file access ¢, the number of sensor nodesand the balance between

- e number of agents and the number of sensor nodeshat each
Compared to the results from DSN as shown in Fig. 7, they are exalc:%?é/tent migrates (Notice that = m x n). Equations (1) and (2) are

the same. If we define the unit data transfer time as the time SPEIML < rmulas estimating the execution time for MADSN.( z...) and
for one M, ; migrating from one node to another, carrying ONeHsN (tas»)- In both equations, the three components calculate the

elemen_t array, then MADSN Spensis< 5 +8. x 2 = 56 units of_t|me_ data transfer time, the overhead, and the data processing/integration
(assumingVf A;,  andM A;, » are executed in parallel when mlgratlngtime respectively

from node to node or fronPE; to node which cost8 x 5 units of

The case study from Section 11I-B-1 shows that while obtaining

time, and in serial when returning F; which costs8 x 2 units of (m + n)sq (m+n—1)s,

time), while DSN spend&4 x 10 = 640 units of time. Hence, MADSN bmadsn = o T moa + vy @
offers a save of up to 91.25% of data transfer time in this case. Here, we mns (mn —1)ss

assume the size of mobile agent is very small and thus can be ignored. tdsn = o +mnoy + T )
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Fig. 11. Execution time for DSN and MADSN with respecttowith j = 0.25, p = 1000, andv,, = 500 Kbps.

Maximum value of m vs. p for t{madsn} <= t(dsn)
T

We usemn as the variable. Assunieand; are positive scalars, and a0 . . : : : . . T
sf = ksq,0f = joa, v, = 1/vy, vy = 1/vg, in order to ensure that
tmadsn < tdsn, (3) must be satisfied, that is; must be chosen within
a certain interval

2501 bl

am® — Bm4+~<0 3) 2000 .

where
150+ N

o= SaU:l + 04 + savfl
B = 8,05 — ksavly + kpsavy, + kpsavl 4+ jpoa 100
o’ :psr,'v:7 + psa;v;,.
501 —
In the following sections, we evaluate the performance variation of
MADSN with respect to relationships betweenand;, m andv;, , and . . ‘ ‘ , ‘ . . .
m andp. m is the number of nodes migrated by each mobile agent. o 10 200 a0 40 S0 6o 70 o0 w0 1000
is the overhead ratio between DSN and MADSH.is the reciprocal
of network transfer rate: is the total number of sensor nodes. Thes
parameters play a more important role than others.

léig. 12. Performance evaluation between DSN and MAD&Nersusp.

B. Performance Evaluationn vs.v,,

A. Performance Evaluationn vs.j In this set of experiments, we fix at 0.25, but vary the network

Suppose the size of agent is 1 KB, the overhead of agent is 0.gansfer rate from 100 Kbps to 100 Mbps. Fig. 10 shows the variation
(including agent creation time), the network transfer rate is 100 Kbgd, 7 ith respect tdog(1/v,.).
data processing rate is 100 Mbps, the number of sensor nodes is 1008V€ then fix1/v, at5 x 10", thatis, the network transfer rate is 500
and the data size is 10 KB. Fig. 8 is a profile of the maximum value &fPS, where the corresponding maximumsatisfying (3) is 269. We
m satisfying (3) when changing the overhead ratio between MADSR@ain generate the performance curves (Fig. 11) for MADSN and DSN
and DSN. using the execution time,,,.4s. andt., , with respect tor. Notice

We then fixj at 0.25, that is, the overhead of file access is one fourthat we generate three similar profiles as those in Fig. 9, except that the
of the overhead of mobile agent, where the corresponding maxim@ptimalm is close to three instead of four since the network transfer
m satisfying (3) is 441. By changing from 1 to 441, we generate the "ate has been increased from 100 Kbps to 1 Mbps.
performance curves for MADSN and DSN using the execution time: )
trraden ANt gan . C. Performance Evaluationn vs.p

Fig. 9(a) shows the variation of.,, with respect to the number of In this set of experiments, we first keep at 500 Kbps, and change
mobile agentsn. It is a straight line since,., is independent of the p (the total number of sensor nodes) from 10 to 1000. The variation of
number of mobile agents and the total number of sensor nodes isavith respect t@ is shown in Fig. 12.
constant. Fig. 9(b) illustrates the variationtgf, 4s» With respectton. We then fixp at 3000, where the corresponding maximunsatis-
The execution time,,,.4s. reaches its minimum when is 4. Note that fying (3) is 867. We generate the performance curves for MADSN and
even though in the range of € [1, 441], t,nq4sx IS always less than DSN using the execution time,...4.» andtq.,, with respect ton.
tasn, after a decreasing segment at the very beginning, and reachinfygain, we generate three similar profiles (Fig. 13) as those in Fig. 9,
minimum whenm = 4, t,,,.4s» Starts to increase. This is because oéxcept that the optimak is close to four since the number of sensor
the overhead from mobile agent: the more agents used, the heaviemtbees has been increased three times.
overhead, the longer execution time needed; on the other hand, the le§able 11l summarizes some typical parameter values and the corre-
the agents, the lighter the overhead, but the longer the migration tilmponding performance. From the last row of Table Ill, we can see that
In order to investigate this further, we define the relative difference rat@sed on the parameter value we choose, when MADSN reaches its op-
betweert s, andt,,aasn aS(tasn —tmadsn ) /tasn - Fig. 9(c) shows that timum performance, it can save more than 98% of execution time than
the relative difference rate is maximum whenis chosen to be 4. DSN which mainly contributes from the less data transfer time spent.



390

IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART C: APPLICATIONS AND REVIEWS, VOL. 31, NO. 3, AUGUST 2001

4355,

4345,

(@) (b) (©

Fig. 13. Execution time for DSN and MADSN with respecttowith j = 0.25, v,, = 500 Kbps, andp = 3000.

TABLE I formance, it can save more than 98% of execution time (mainly con-

SUMMARY OF PERFORMANCECOMPARISONBETWEENDSNAND MADSN  trihyted from the less data transfer time spent). We conclude that mo-

bile agent paradigm is a promising approach for distributed computing,

Parameters mvs. j | mvs. v, | muvs.p especially when the amount of data transfer is very huge which is the
typical case in distributed sensor networks.
size of agent (s,) 1K 1K 1K
ratio (k = 3£) 10 10 10 REFERENCES
data processing rate (vn) 100Mbps | 100Mbps | 100Mbps [1] S.S. lyengar, D. N. Jayasimha, and D. Nadig, “A versatile architecture
for the distributed sensor integration problenEEE Trans. Comput.
overhead of agent (0,) 0.5s 0.5s 0.5s vol. 32, pp. 175-185, Feb. 1994.

ratio (j = 2£)

[2] D.N.Jayasimha, S.S. lyengar, and R. L. Kashyap, “Information integra-
0.25 0.25 0.25 tion and synchronization in distributed sensor network&EE Trans.

Syst., Man, Cybernvol. 21, pp. 1032-1043, Sept./Oct. 1991.

network transfer rate (va) 100Kbps | 500 Kbps | 500Kbps [3] A. Knoll and J. Meinkoehn, “Data fusion using large multi-agent net-
works: An analysis of network structure and performancePrioceed-
total number of sensor nodes (p) 1000 1000 3000 ings of the International Conference on Multisensor Fusion and Integra-
tion for Intelligent Systems (MFI) Piscataway, NJ: IEEE Press, 1994,
optimal number of agents (m) 4 3 4 pp. 113-120.
[4] L. Prasadet al, “Functional characterization of sensor integration in
execution time in DSN (t4,y,) 225.1s 145.2s 435.3s distributed sensor networkdEEE Trans. Syst., Man, Cyberwol. 21,
pp. 1082—1087, Sept./Oct. 1991.
execution time in MADSN 4.5s 2s 3.5s [5] R. Wessoret al, “Network structures for distributed situation assess-
ment,” IEEE Trans. Syst., Man, Cyberwvol. SMC-11, pp. 5-23, Jan.
(tmadsn) 1981.
[6] A.D. Birrell and B. J. Nelson, “Implementing remote procedure calls,”
execution time saved 98% 98.6% 99.2% ACM Trans. Comput. Systol. 2, pp. 39-59, Feb. 1984.
[7] S. Baker, “CORBA implementation issues,”froc. IEE Collog. (Dig.)
(tasaitmaden x 100%) on Distributed Object ManageLondon, U.K., January 14, 1994, no.

007, pp. 5/1-5/3.
[8] A.Watson, “OMG (object management group) architecture and CORBA
(common object request broker architecture) specificatiortat. IEE

V. CONCLUSION Colloquium (Digest) Distributed Object Managé&anuary 14, 1994, no.

This paper describes the use of the mobile agent paradigm to design 007, p. 4/1.

animproved infrastructure for data integration in distributed sensor net-

] T.Sundsted. (1998, June) An introduction to ageddasa WorldOnline]
http://www.javaworld.com/javaworld/jw-06-1998/jw-06-howto.html.

W_O"k (DSN). We use the acronym MADSN to dgnote thg proposed MOf10] S, Franklin and A. Graesser, “Is it an agent, or just a program?; A
bile-agent-based DSN. Compared to the traditional client/server para- taxonomy for autonomous agents,” iroceedings Third Interna-
digm used in DSN, where data are moved from the client to the pro-  tional Workshop on Agent Theories, Architectures, and Languages

cessing center, MADSN moves the processing code to the data loca-

J. G. Carbonell and J. Siekmann, Eds. New York: Springer-Verlag,
1996, vol. 1193. [Online]. Available: http://www.msci.memphis.edu/

tions. This saves network bandwidth and provides an effective means  fankiin/agentProg.html.
for overcoming network latency, since large data transfers are avoidefl.1] D. B. Lange and M. Oshima, “Seven good reasons for mobile agents,”
We studied two important problems related to MADSN design: the Commun. ACMvol. 42, no. 3, pp. 88-89, Mar. 1999.

distributed data integration problem, and the optimum performancé12

problem.

] C. G. Harrison, D. M. Chess, and A. Kershenbaum. (1995, March)
Mobile agents: Are they a good idea?. Tech. Rep. RC 19887, IBM
Thomas J. Watson Research Center, Yorktown, NY. [Online]. Available:

We show that by applying multiresolution analysis at each sensor  http://iwww.research.ibm.com/massive/mobag.ps
node instead of processing element, MADSN saves up to 90% of dafa3] D. Milojicic, “Trend wars—Mobile agent applicationslEEE Concur-
transfer time. However, MADSN is not always better than DSN, since_ ency vol. 7, pp. 80-90, July—Sept. 1999.

the involvement of mobile agents also adds overhead. We analyze tigleﬂ']

conditions under wh

P. Dasgupteet al, “Magnet: Mobile agents for networked electronic

. trading,” IEEE Trans. Knowl. Data Eng.vol. 11, pp. 509-525,
ich MADSN performs better than DSN and the July/Aug. 1999.

conditions under which MADSN achieves its optimum performance[15] M. Hattorietal, "Agent-based driver’s information assistance system,”
The conditions are determined by a set of parameters, and the most  New Generation Computol. 17, no. 4, pp. 359-367, 1999.

important ones inclu

J. Kayet al,, “Atl postmaster: A system for agent collaboration and in-

116]
de the network transfer rate, the overhead ratIB formation dissemination,” ifProceedings of the Second International

between DSN and MADSN, and the total number of sensor nodes.  conference on Autonomous Agentdinneapolis, MN: ACM, 1998,
The evaluation shows that when MADSN reaches its optimum per-  pp. 338-342.
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[17] T. Oates, M. V. N. Prasad, and V. R. Lesser, “Cooperative information A humber of approaches for tackling the problem of robot naviga-
gathering: A distributed problem-solving approachst. Elect. Eng. tjon in the presence of a moving obstacle have been presented. Some
18] JP.rOSC.' VSV?)E‘g' ;ndgx(.)lh.léll\jl‘i'k?eor: %I’n‘:gl'”;ze;??ﬁ:;f; ;%Zts in large disStudies deal with estimating the moving object's future positions using
tributed autonomous cooperative systerdsSyst. Softwvol. 47, no. 2, €ither an autoregressive model [6] or neural networks [7]. Reference
pp. 75-87, 1999. [8] describes a method based on attractive and repulsive forces. On the
[19] W. Caripeet al, “Network awareness and mobile agent systef&FE  other hand, in [9], an approach based on the concept of a collision cone
[20] E?mnl]?%r;sm?ﬁ%oskgfepgé:s;;g’a‘llduall}r/)t:il\?egﬁilerarchical Bayesian netis presen.t ed. In [EI'O]’ a System. for the monitoring of trajectories to be
works for global awareness,” Rroceedings of the IEEE International followed is described. The trajectories of the robot as well as of the
Conference on Systems, Man, and Cyberneti@scataway, NJ: IEEE Mmoving objects are made up of linear segments along which they move
Press, 1998, pp. 2207-2212. at a constant speed. In [11] and [12], the avoidance of a moving ob-

[21] L.Prasad, S.S. lyengar, and R. L. Rao, “Fault-tolerant sensor integratigiyc|e is solved in a geometrical manner. Finally, in [13] and [14] the
using multiresolution decomposition?hys. Rev. Evol. 49, no. 4, pp.

3452-3461, Apr. 1994, avoidance of moving obstacles is done using a fuzzy control system.
[22] L. Lamport, “Synchronizing time servers,” Digital System Res. Center, With respect to these solutions, a number of aspects should be
Palo Alto, CA, Tech. Rep. 18, 1987. pointed out. First, the fact that in some approaches the moving objects

have restrictions in their movements. On the other hand, a robot usually
acts according to the position of the moving object in the immediate
past. In certain cases, this may lead to carrying out precipitated and
inadequate actions. For instance, given two identical situations at
present time, if one of them has been produced due to a hard brake
Fuzzy Temporal Rules for Mobile Robot Guidance in of the moving object and the other one due to an acceleration of this
Dynamic Environments object, they should be solved in a different way, although at present
time both situations may look exactly the same.
M. Mucientes, R. Iglesias, C. V. Regueiro, A. Bugarin, P. Carifiena, Our approach to the problem aims to solve this by taking into ac-
and S. Barro count the history of more or less recent values of determined variables,
which enable us to reflect the different scenarios through which the ob-
Abstract—This paper describes a fuzzy control system for the avoidance stacle has been passing and, th_us, verify what its trend is. In this way,
of moving objects by a robot. The objects move with no type of restriction, ©ON€ can deduce what the behavior of the robot should be, and take cor-
varying their velocity and making turns. Due to the complex nature of this  responding actions (modification of its speed and/or turning the robot)
movement, it is necessary to realize temporal reasoning with the aim of in order to obtain a behavior pattern in tune with the recent situations.
estimating the trend of the moving object. A new paradigm of fuzzy tem- g system is robust in its working, as it permits the avoidance of col-
poral reasoning, which we call fuzzy temporal rules (FTRs), is used for this lisions even when the moving object behaves in a totally unexpected
control task. The control system has over 117 rules, which reflects the com- h . !
plexity of the problem to be tackled. The controller has been subjected to Manner. The need to evaluate past situations and previous values of the
an exhaustive validation process and examples are shown of the results ob-variables (which in many cases are fuzzy) and principally, to reason

tained. them out, has led us to incorporate a temporal reasoning model which
Index Terms—Avoidance of moving obstacles, fuzzy control, fuzzy tem- we call fuzzy temporal rules (FTRs). The use of conventional fuzzy
poral rules (FTRs), robot guidance. rules would not permit the direct treatment of this knowledge, since

use of average values of variables, would not reflect sharp variations of
a variable in a cycle, or it would take a long time to detect a gentle and
constant change in a variable. Use of derivatives of variables is even
One of the principal fields of research in robotics is the developmeleks valid, since it does not permit reasoning with values from the past.
of techniques for the guidance of autonomous robots. There are many¥his paper describes a knowledge-based control system for the
complex problems in this field, mainly due to the nature of the realoidance of a free-moving mobile object by a robot [16] in a limited
world (environments which are difficult to model) and the great urenvironment The moving objects move varying their speed or turning
certainty in these environments: the knowledge about an environmeyith no restriction. The system operates in real time (sending the
is often incomplete, uncertain and approximated, the information uggbot three orders/s), it is robust, it enables the robot to operate with
ally supplied by the robot sensors is limited and not totally reliable amthprecise knowledge and takes into account the physical limitations
the environment in which the robot is located usually has a dynamigshthe environment in which the robot moves, obtaining satisfactory
which cannot be predicted. For all these reasons, fuzzy logic is a use#sponses for a large number of different situations analyzed by means
tool in the field of robotics [1], as has also been demonstrated in nofthe simulation software.
merous studies carried out for guidance in real environments [2], [3].In the following section the problem is posed. In Section Il the con-
obstacle avoidance [4], route planning [5], etc. trol system is described in detail, along with the presentation of the
temporal reasoning model that is used. Section IV analyzes the results
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