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MESSAGE FROM THE GENERAL CHAIR 

It is my privilege to welcome to Shreveport all the distinguished guests and 

participants in the two conferences: The Third International Innovations and Real-time 

Applications of Distributed Sensor Networks (IRA-DSN) Symposium and the first 

Cyberspace Research Workshop (CRW).   

This is a time of rapid progress in cyberspace technology. If we are to expect 

significant advances in cyber-centric sensor systems research, we must bring together 

the best minds from the community of cyberspace, sensor networks, and allied areas.  

This is the purpose of the joint sessions of IRA-DSN and the CRW. It is the first time that the 

two conferences have joined together to present a venue to discuss emerging 

technologies, share ideas, and create research and development opportunities for 

researchers and practitioners in areas of cyber security and sensor networks.   

We are most pleased to be able to host these two research events in 

conjunction with the 1st Annual Air Force Cyberspace Symposium, being jointly 

sponsored by the provisional Air Force Cyber Command (AFCyber) and the 8th Air 

Force, both headquartered at Barksdale Air Force Base. Co-sponsoring the Symposium 

is the Cyber Innovation Center (CIC), a public-private partnership that is intended to 

foster collaboration, research, and technology development in the cyberspace 

industry.  This is the first major event to bring together the distinguished government, 

military, and private sector leaders who have been responsible for establishing the 

groundwork for AFCyber.  We believe that it is critically important for the leading 

researchers in academia and industry to maintain association with AFCyber and the 

CIC and be prepared to contribute to their research, education, and innovation 

missions as these organizations move into full operation.  

The State of Louisiana has recently demonstrated its confidence in Louisiana’s 

leading cyber researchers by funding the new Louisiana Tech-LSU Center for Secure 

Cyberspace (CSC) to establish a tower of research excellence in cyber-centric sensor 

systems.  The Center has initiated research in new areas of interest to both the military 

and the civil sector.  The scope of the papers reflects the focus of the Center’s 

research. We are pleased with the diversity of the topics and broader representation 

from academic researchers and industry, representing mature work and research in 

progress. 

Perhaps the most important measure of the success of a research conference is 

the quality of original research and the discussions and ideas that are generated.  We 

hope the joint sessions of IRA-DSN and CRW provide you with a sense of intellectual 

fulfillment.  Most importantly, we hope that you get opportunities to meet other 

researchers and take back to your institutions many ideas and friendships that will seed 

new research and collaborations.  

 

Les Guice, General Chair 



MESSAGE FROM THE PROGRAM CHAIRS 

“Present” is the beginning of the confluence of two powerful technologies, the 

technology underlying the cyberspace and the technology underlying sensor networks. 

The research spanning both of these technologies has begun to influence the design 

and development of systems in the civil and the military sector. However, many ideas 

are still unproven. The time is ripe to provide a venue where researchers can share their 

ideas in a friendly environment with a lot of constructive criticism from educated peers.  

The Third International Innovations and Real-time Applications of Distributed Sensor 

Networks Symposium combined with the first Cyberspace Research Workshop provide 

such a venue. 

Combination of cyberspace and sensor networks provides a broad field and 

many opportunities for fundamental and applied research. However, to provide a 

focused coverage, for this year we narrowed the theme of the workshop to secure and 

optimal placement of soft and hard sensors in unknown and uncertain environments.  

Our premise is that the sensed information has to be transmitted and processed within 

the cyberspace, thus providing constraints on the placement algorithms. Each paper 

represents a unique problem, or a unique solution, or a unique argument, or a unique 

implementation, or a combination of these.  

Three events influenced the choice of Shreveport as the conference venue: (1) 

The State of Louisiana’s funding for a major Louisiana Tech-Louisiana State University 

research center, the Center for Secure Cyberspace, located in Louisiana Tech 

University just 70 miles east of Shreveport. The Center’s activities influenced the scope of 

these two workshops. (2) The Air Force’s major Cyber initiative and the location of a 

provisional Air Force Cyber Command in Shreveport provides close proximity to a 

prospective and ready consumer of research in this field. And, (3) the increased 

investments by the state in creating cyber infrastructure such as Louisiana Optical 

Network Initiative, and the resultant spurt in activities in cyberspace.  

This conference has required the efforts of many people: the keynote speakers, 

the authors of the papers, the reviewers, the program committee, and others, too 

numerous to list here.  We thank them all.  

 

Vir V. Phoha and S. S. Iyengar, Program Chairs 
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Title: Modern Traffic Analysis and its Capabilities. 

Speaker: Riccardo Bettati, TAMU 

 

One day in the not-too-distant future all confidential communication will be safely encrypted by secure 

codes and securely exchanged by protocols that work and by users who know what they are doing. 

Does this mean that it will be time for agents in surveillance and forensics to call it a day? 

 

When traffic is encrypted, and its contents therefore beyond the reach of effective cryptanalysis, we 

enter the realm of "traffic analysis". In this talk, I will give an overview of the capabilities of modern 

traffic analysis, and describe how it can be used to break encryption, to render anonymity systems 

ineffective, to identify honeypots or bots in multiplayer games, or to help discover the configuration of 

protected remote systems. I will also show interesting applications of signal processing and sensor 

networks methodologies to address hard problems in wired and wireless networks. We will also 

speculate about possibilities of modern traffic analysis in VOIP. 

Countermeasures against traffic analysis exist. I will describe a few, and illustrate some unexpected 

weaknesses of such systems. 
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Abstract—Computer networks are subject to Distributed 

denial of Service (DDoS) attacks, where a single attacker 
instructs multiple subverted hosts (zombies) to consume the 
victim’s network resources. The idea presented here extends our 
initial work. We quantify the security of an enterprise network 
against denial of service (DoS) attacks by finding the minimum 
number of zombie processors required to disable the network. 
We phrase the DDoS problem as a board game played on the 
network infrastructure and use max-flow min-cut analysis to 
identify system bottlenecks. Our results provide a reasonable 
metric of the network resiliency against DDoS, since it 
quantifies the resources needed by the attacker to stage a 
successful attack.  This information can be used in turn to make 
the networks less susceptible to attack. 
 

Index Terms—Denial of Service Attacks, Graph Theory, 
Network Security.  

I. INTRODUCTION 

A  Denial of Service (DoS) attack is an explicit attempt 

by attackers to prevent legitimate users of a service from 
using that service [1]. In Distributed DoS (DDoS) attacks a 
single attacker (master) coordinates many hijacked systems 
(zombies) (see Figure 1). They are difficult to trace and it is 
almost impossible to find the source of a DDoS attack. This 
makes system recovery a slow and costly process. 

A DDoS attack is a networked DoS where nodes work 
together [2]. A zombie is a daemon that performs the actual 
attack [3]. On receiving an attack command from a hidden 
master processor the zombies, located on different computers, 
launch an attack on the target. Hundreds or thousands of 
zombies working together swamp the bandwidth of the 
target’s network connections. In the smurf attack, shown in 
Figure 1, zombies add an extra level of indirection by sending 
ping packets requesting from random nodes that a response 
 

 

be sent to the victim. The owners of zombie computers are 
usually unaware their machines are participating in a DDoS 
attack. This, and the indirect nature of the attack shown, 
makes it almost impossible to find the source of an attack.  

 

  
Figure 1.  DDoS Attack. 

 
The idea presented here is based on the work in [4, 5] that 

finds the complexity of optimal DDoS attack design for a 
given graph and distributed application. In this work we 
describe a two player game played on a physical graph. A 
computer network is modeled by a directed physical graph 
structure in which computers are graph nodes and links 
connecting computers are graph arcs. 

The Physical environment (computer hardware 
infrastructure) is represented by a directed graph structure 
(EG).      

  EG = [EV, EE]          (1.1) 
where EV is the set of vertices or nodes (computers) with 
associated computational bandwidth and EE a set of directed 
edges or links (communications lines) with associated 
communications bandwidth. If EV consists of x computers, it 

Optimal Distributed Denial of Service (DDoS) 
Attacks 

Chinar Dingankar, Sampada Karandikar, and R. R. Brooks, 
 Holcombe Department of Electrical and Computer Engineering 

Clemson University 
PO Box 340915 

Clemson, SC 29634-0915 
Email: rrb@acm.org 

 

 



 2 

is expressed as a vector [ev1, ev2, …, evx] where evi is the 
computational bandwidth available at node i. EE is expressed 
as a n by n connectivity matrix with element eeij denoting the 
bandwidth available at the link connecting evi  and evj. 

The virtual (Blue) environment is a distributed 
application consisting of a set of distributed programs. To 
successfully execute, the distributed programs must be placed 
on physical nodes from EG in a way that lets them 
communicate with each other at all times. This environment 
is represented by a “logical” directed graph structure (BG).  

BG = [BV, BE]         (1.2) 
where BV is a set of vertices or nodes (distributed programs) 
and BE is a set of edges or links. The capacity of each 
element of BV is the amount of CPU bandwidth it requires. 
The capacity of each element of BE is the amount of network 
bandwidth required between its associated nodes. If BV 
consists of y processes, it is expressed as a vector [bv1, bv2, …, 
bvy] and BE is expressed as an m by m connectivity matrix 
with element beij expressing the volume of communications 
between bvi  and bvj. 

This work finds connectivity bottlenecks and the set of 
nodes that are needed for the Blue distributed process to 
function. We then find the minimum number of zombies and 
the minimal amount of flow required to attack bottleneck 
links and essential nodes.  Our results show a strong 
relationship between the connectivity of the graph and the 
ability of individual network members to resist DDoS attacks. 
The results obtained can be used to design robust networks, 
for example by providing a concrete metric for comparing 
design alternatives.  
 

II. KEY CONCEPTS 

Source Node: The node that is the starting point for a data 
flow is the source.  

Sink Node:   The node where the flow terminates is the 
sink. 

Max-Flow:  In a graph, the max-flow is the maximum 
volume that can be sent from a given source 
node to a given sink node [6]. 

Min-cut:                The min-cut is the smallest set of edges 
that is necessary for the source to send the 
max-flow to the sink. The removal of these 
edges from the network graph completely 
disconnects the source node from a sink 
node. The removal of any one of these edges 
reduces the size of the max-flow.  

Max-flow min-cut theorem: “The maximal amount of flow is 
equal to the capacity of a minimal cut [6].”  

 
 

III.  PLAYER 1 - BLUE 

Player 1 (Blue) is a distributed application on the network 
which consists of programs executing on physical nodes. 
They consume CPU resources on the local physical node. 
Each pair of programs has a known communications 
bandwidth requirement.   These programs must communicate 
with each other to execute successfully. We first determine 
the possible computer nodes on EG where Blue programs can 
reside. This gives us a set of “feasible Blue configurations” 
that is the set of mappings of logical nodes to physical nodes, 
where the logical graph’s CPU and communications needs 
are satisfied by the physical graph.  Blue’s goal is to ensure 
that the Blue - distributed programs remain connected at all 
times. To find the set of feasible configurations for Blue i.e. 
the set of mappings of BV (distributed program – logical 
graph) onto EV (physical graph) Blue has to satisfy two 
classes of constraints: 

1. Node Capacity Constraints which are not dealt with 
in this paper. Interested readers are encouraged to 
refer to [4, 5]. Examples given in this paper ignore 
the CPU bandwidth. 

2. Edge Capacity Constraints which are the subject of 
this paper. 

 
  

IV. EDGE CAPACITY CONSTRAINTS 

For each element beij of BE connecting elements bvi and bvj 
of BV where bvi (bvj) is mapped to evk (evl) the max-flow [6] 
on EG from evk to evl must be greater than or equal to the 
bandwidth requirement of beij. If bvi and bvj are on the same 
node, the value of the max-flow is considered infinite, since 
no network bandwidth is consumed. 
 

 
      (a)                                             (b) 
Figure 1.  Connectivity Graphs (a) Physical Connectivity 

Graph (b) Blue Connectivity Graph 
 

Two blue nodes can be placed on two different physical 
nodes if the arc/edge capacity (communication requirement) 
between the two blue nodes is less than or equal to the arc 
capacity (bandwidth) of the two physical nodes. This check 
can be expressed as: 

Max- Flow between two physical nodes ≥ Arc Capacity 
of two blue nodes                   
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 (1.3) 
To determine if the communication requirements between two 
Blue nodes placed on different physical nodes is satisfied; we 
need to know the maximum bandwidth available between two 
physical nodes. To determine this we calculate the max-flow 
using algorithms from [6].  

We use this to construct a set of lists of possible Blue 
positions on the physical nodes, which we denote as Blue 
configurations. We need to verify that all outgoing arcs from 
any given Blue node and all incoming arcs to that same Blue 
node satisfy all their associated capacity constraints 
simultaneously without over committing available bandwidth. 
To verify this, we execute three verifications on the lists of 
possible Blue configurations: 

• Verification 1: For every Blue node, check that all 
outgoing arcs from that Blue node simultaneously 
satisfy the capacity constraints. This is done by 
carrying out a row wise connectivity check for all the 
blue nodes. 

• Verification 2: Similarly check all incoming arcs to 
the Blue nodes. This is done by carrying out a 
column wise connectivity check for all the Blue 
nodes. 

• Verification 3: Check if placing combinations of blue 
nodes on the physical nodes leads to exhausting the 
arc capacities between the physical nodes.  

For these verifications we calculate the min-cut for all the 
mappings of Blue arcs to physical nodes given by the possible 
Blue configurations: the min-cut gives the bottleneck edges 
that constrain a source’s ability to communicate to a sink.  

 

V. FEASIBLE  BLUE CONFIGURATIONS  

Final Blue configurations: The positions that satisfy these 
three verifications give the possible physical locations for 
Blue nodes. The various combinations of these physical nodes 
are then checked for consistency with the Blue nodes by 
verifying if they form a cycle. After forming the Blue 
configuration, each Blue configuration is cross checked to 
verify if all the communication capacities available on the 
physical arcs are sufficient to hold all the Blue nodes at once. 
If there are n such Blue configurations, the set of feasible blue 
configuration mappings is denoted as: 
BC = {BC1 , BC2 , ……….., BCn }          
 (1.4) 
For Red to be certain that it can disrupt Blue, it must be able 
to disrupt all Blue configurations. We now show how Red can 
find the minimal set of nodes to do so. 

 

VI. PACKET FLOODING DISTRIBUTED DENIAL  OF SERVICE 

ATTACKS  

In this attack, packets are sent to flood links and exhaust arc 
capacities. Table 1 shows Blue configurations and tree 

diagram we use to illustrate a branch and bound solution as 
shown in Figure 2. Details on executing branch and bound 
search can be found in [7,8]. 
 

Set of 

nodes 

BC1 BC2 BC3 BC4 

A1 1-3,2-4 1-3 2-4,1-4 1-4 

A2 2-4 2-4 1-3  

A3 3-4 3-4,1-

4,4-5 

  

Table 1 Blue configurations and min-cut edges. 

 

 
 

Figure 2.  Branch and Bound Search Tree for Arc Attack. 

 
Disabling set A2 from BC1, set A2 from BC2, set A1 from 

BC3 and set A1 from BC4 can disable all the above Blue 
configurations. Using a Branch and Bound approach, we find 
the minimal set of edges that we need to disable to be certain 
that Blue is disrupted. 

 

VII.  ZOMBIE TRAFFIC 

Now that Red knows the set of edges to disrupt, Red needs to 
find the amount of flow necessary to disable them. In the 
Figure 2, arcs (2-4) and (1-4) need to be disabled. Using the 
following variables:  

RT � Red Traffic generated by the zombies 
λ packets � Blue (Legitimate) traffic 
C � Capacity of the physical arc to be attacked 

The total traffic T is:  
T = λ + RT                                                                             

(1.5) 
Traffic dropped D is: 
D = (λ + RT) – C                   
 (1.6)                                 Percentage of Blue (legitimate) 
traffic in the total traffic P is:  
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P = λ ÷ (λ + RT)                     
(1.7) 
Expected rate of Blue (legitimate) traffic loss LTL is 
therefore:  

 
LTL = λ ÷ (λ + RT) [(λ + RT) – C]                  
(1.8) 
The attacker will win i.e. will be successful in flooding the 
arc when: 
LTL ≥ Blue slack Traffic (BS)            (1.9) 
Blue Slack traffic (BS) is defined as: 
BS = Capacity – [Blue Flow]             (1.10) 

If a Blue arc does not have the available capacity to send 
the required flow it will try to send this flow on the other arcs 
in the same min-cut. So we have to check if these other arcs 
have a slack that can be used to send this flow. Hence, the 
Blue flow can be given by, 

Blue Flow = [Blue Capacity – Slack of other arcs in 
min-  cut]                                                                                              
(1.11) 

Therefore: 
BS = Capacity – [Blue Capacity – Slack of other arcs in 

min-cut]                                                           
(1.12) 
Using equation (1.8) and (1.9) we get, 
BS ≥ λ ÷ (λ + RT)[( λ + RT) – C]            
(1.13) 
Blue Slack traffic (BS) should be at least equal to LTL. 
Solving for RT, 

( ) ( )    
    RT  - C

BS RTλ
λ

λ
× +

 = + 
    

  

                                                                  

( )
   - 

1 - BS  

C
RT λ

λ
=

 ÷                                                
(1.14)                                         
Equation (1.14) gives us the red traffic an attacker needs to 
generate in order to disable a Blue arc. Also in the above 
equation, Blue Slack is assumed to be strictly equal to LTL 
(1.9) which need not be true. So ‘traffic’ little more than RT 
i.e. � (RT + 1) is needed to disable the arc. Also in the above 
case BS is assumed to be less thanλ. If a remainder of zero is 
obtained i.e. when BS = 

λ
, then an infinite amount of flow 

will be needed to disable that arc, making that arc immune to 
DDoS. 

VIII . ZOMBIE PLACEMENT 

The vulnerable nodes and arcs and the amount of flow to be 
routed to the arcs are now known. The final step is to find the 
source of Red traffic to be generated i.e. Zombie Placement. 
Steps for finding optimal zombie positions, 

1. In every Blue configuration for each physical source 
and sink we have the max-flow and the min-cut. 

Calculate RT for each min-cut using (1.14). The RT 
is calculated for a single arc and not the entire min-
cut. It is very easy to convert the RT for a single arc 
to RT for a min-cut. For the capacity C use the sum 
of the physical capacities over all the arcs in the 
min-cut, λ is Blue traffic over that min-cut. Blue 
Slack can be a little difficult to calculate. For 
simplicity, we will ignore Blue interfering with its 
own traffic. So equation (5.18) becomes, 
BS = Capacity – [Blue Capacity]        
(1.15) 

        where Slack of other blue nodes is assumed to be 
zero.         

2. Consider the physical nodes without the Blue nodes as 
sources (as we do not want to place the zombies on 
the same node as the Blue node). Sinks can be all the 
physical nodes. A good source candidate will be 
close to the Blue source and a good sink candidate 
will be close to the Blue sink. 

 
3. Check if the max-flow for any of the sources is greater 

than RT of any one min-cut in every Blue 
configuration. For a Blue configuration if any one 
value of RT > max-flow, select that node. 

 
4. Repeat the above steps for all the Blue configurations. 

 
5. Pick up a common zombie node in all the Blue 

configurations. If we do not find a single zombie 
node we have to look for two or maybe more zombie 
nodes. We use the Branch and Bound search tree [7, 
8] to calculate the minimum number of zombie 
nodes common to all the Blue configurations. The 
above Branch and Bound search tree has been 
implemented in C language.  

In this way the optimal zombie positions to execute a packet 
flooding DDoS attack can be determined. 

The calculation of Blue configuration and zombie 
placement is done using MATLAB. SSFNet simulations were 
used to verify if the Blue configurations were correct and to 
verify if the zombie places are indeed minimum. 

We consider an example of 10 physical nodes, 30 arcs 
and 3 distributed Blue applications. SSFNet simulations were 
performed for the example.  
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                   (a)           (b) 
 

Figure 21. Input Networks (a) Physical Network  
(b) Blue Network. 

 
The simulation time was set to 1000 seconds. The Blue 

configuration that was chosen randomly for the simulation 
was [2, 3, 8]. The minimum number of zombies needed to 
attack this Blue configuration was placed on physical nodes 
[1, 9]. The normal traffic starts at 200 seconds. The attack 
command is given at 250 seconds and the attack traffic starts 
at 270 seconds and ends at 390 seconds.  Both the queue 
monitor and IP flow monitor were used to collect data 
statistics. Since we have not incorporated the use of queues 
for our simulations, the queue length was kept a little low and 
equal to 50 packets.  Figure 3 and 4 are the animation 
snapshot of the example and the corresponding graphs of 
statistics collected using the queue monitor. The graphs 
statistics show the packets sent and the queue length at the 
attacked router. The requests (attack packets) are sent to the 
server connected to the router. But the filtering and the attack 
are evident at the router to which the server is attached. 
Figure 3 represents the snapshot when the attack has just 
started on node 2. One can clearly see that three nodes � 2, 3 
and 10 are pink in color i.e. there is continuous packet drop 
on these three nodes. On examining the min-cut sets of arcs, 
node 3 to node 2 have four arcs in the min-cut set – [3-1], 
[10-3], [9-4] and [10-4] and then if we look at the packet 
drops, router 3 and router 10 have packet drops along with 
router 2 clearly indicating the bottleneck at the arcs 
connecting these nodes has been exhausted. Figure 4 shows 
the exceeded queue length of router 2. Similar kind of 
behavior is seen at router 10 and router 3, though the packet 
drops at router 3 are much higher. Node 8 to node 2 has one 
arc in the min-cut set � [3-1] signifying that packet drops 
should occur at node 3 as node 3-1 will be the bottleneck link. 
Note that this snapshot is taken at the time where only Node 2 
is attacked. So the packet drop on node 3 at this time of the 
simulation has occurred due to it being on the min-cut arc 
connecting node 8 to node 2 and not due it being a Blue host.  

For verification purposes zombie nodes placed were 
placed on physical nodes – 5, 6 and 7 that were strongly 
connected to the Blue sources. These nodes being very close 
to source do cause flooding and packet drops at the Blue 
sources they are close to. For example a zombie placed at 

node 6 causes packet drops at node 8 but fails to affect node 2 
and 3. The same scenario is seen when we place a zombie on 
7, it only affects node 8. One of the reasons why 1 and 9 are 
good zombie places is that they are strongly connected to the 
nodes belonging to the min-cut and the Blue sources. 

 

 
Figure 3: SSFNet simulation – Animation 

 
Figure 4: SSFNet simulation - Graphical statistics 

IX.  CONCLUSION 

The DDoS problem is of increasing importance. Many 
enterprises have been disrupted by this attack. Botnet 
operators have been known to extort enterprises by 
threatening DDoS onslaughts. Probably most disturbing is 
this spring’s DDoS attack on NATO ally Estonia, presumably 
from Russia. 

Distributed Denial of Service (DDoS) attacks are 
particularly difficult to counteract, since the vulnerability they 
exploit is the open nature of the Internet Protocol. This paper 
presents an initial step towards serious DDoS prevention, in 
that it shows how to develop optimal DDoS attacks. We 
suggest using the minimal number of zombies required to 
disable a system as a metric for DDoS vulnerability. 
Distributed system implementations that require more 
zombies to disable are naturally more resilient to disturbance 
by DDoS. 

Much work remains to be done. A step in the right 
direction is the approach in [5] which attempts to develop 
methods for strategically reconfiguring distributed systems in 
response to DDoS attacks. 
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Abstract

To sense the presence of a cyberweapon directly it is
generally necessary to either observe its behavior or ex-
amine the weapon itself in the form of a program. The
latter requires some type of content or program analy-
sis. Automated methods for generating program mutants
promises to make those types of analyses extremely chal-
lenging. For the past five years we have researched pro-
gram analysis methods that can be used to improve the
effectiveness of cyberweapon sensors. One of the aims
common to much of our research is to discover ways of
countering the problems introduced by automated pro-
gram mutation techniques. Four threads from this re-
search are reviewed. The review is used to support an
argument that program analysis will be an important
part of cyberweapon sensor construction and, further,
that problems faced in program analysis relate to issues
of sensor placement and data collection.

1 Introduction

The history of program analysis research in comput-
ing science is long, and many elegant techniques have
been created for parsing, modeling, and transforming
programs, and for proving various properties. As a re-
search area, program analysis has much to say about ex-
amining code to see what it is, what it does, and how it
works. Therefore one might expect to see program anal-
ysis research appear frequently in cyberweapon sensing
research. Including, say, work related to sensor place-
ment and information fusion.

Yet in searching the literature it does not appear that
program analysis and reverse engineering work appears
to relate strongly to the typical concerns of information
fusion and sensor management. Is there really not much

for the the fields to say to each other? Or is the situation
temporary and these these links should become stronger
in the future? In this position paper, we try to present a
case for the latter. Specifically, we argue that: (a) pro-
gram analysis research is relevant to cyberweapon sen-
sor construction, and (b) that research in sensor place-
ment and information fusion may have important things
to say about program analysis in that context.

The first part of the argument draws upon our experi-
ences in research aiming to improve malicious program
detectors, which we treat as a type of sensor. Focus is
placed on the problems introduced by the automated mu-
tation techniques an attacker may employ. Automated
mutation systems can create variants of a cyberweapon.
Four of our research efforts for countering such attacks
are summarized. We argue that such mutation tech-
niques pose important challenges to attack sensing and,
as a results, one can expect program analysis to be an
important component in future sensor construction.

For the second part we present a case that fundamen-
tal research on sensor placement and information fusion
could become important contributors to future work in
program analysis in cyberweapon sensor systems. In the
past, we have argued that classic program analysis tech-
niques for analyzing benign code are not well-suited for
analyzing code created by adversaries [11]. We argued
that, in the future, classic program analysis will change
in order to better respond to the demands of “adversar-
ial software analysis.” This paper adds to this the ar-
gument that cyberweapon analysis will be enhanced by
integrating dynamic and static analysis. Critically, we
argue that the integration will require distributing cyber-
weapon sensing in time and place, and that such a shift
will require careful understanding of issues of sensor
placement and then fusing information from distributed
sources to make a sensing decision.

The case for the importance of program analysis in

1



cyberweapon sensor construction is made in Section 2.
Section 3 presents an argument for why the issues of
sensor placement and information fusion may be critical
components of building future cyberweapon sensors.

2 Program analysis for sensors

Certain classes of cyber attack involve the execution
of the attackers code on remote computers. In order to
stop the execution one needs to sense that an attack is
in progress. One of the methods attackers can use to
make it more difficult to sense the attack is to gener-
ate modified versions of the cyberweapon. For example,
they could use some type of code obfuscation transfor-
mation [2]. In addition, they could some type of system
that automatically generates weapons.

This section presents an argument for why program
mutation techniques are likely to mean that program
analysis will be an important part of sensor construction
in the future. Four threads of research on countering
the effects of program mutation are then reviewed with
an aim to anticipate future relationships between pro-
gram analysis and sensor management and information
fusion.

2.1 Research on program variation

For over five years, the Software Research Labo-
ratory at the University of Louisiana at Lafayette has
been investigating the problem of analyzing malicious
programs, such as cyberweapons. Below is a distilled
overview of four of the research threads that focus on
providing methods for dealing with program variations.
That is, these are methods that may be used to sense mu-
tant cyberweapons. The review will avoid dwelling on
details of the actual program analyses—the reader is re-
ferred to the papers themselves—and will instead aim
to highlight the significance of the analyses for mutant
cyberweapon sensing, and will draw out unsolved prob-
lems that each approach raises.

2.1.1 Semantics-based behavior matching

A given program function may be written in many dif-
ferent ways. This makes it impossible to completely an-
ticipate how a given attack may be implemented. One
of our early efforts in system security aimed to provide
a way of defining and searching for high-level behavior
patterns of malicious activity. The hope was to be able
to use these could form the basis of building sensors that
can detect specific forms of malice however they are im-
plemented. We made use of the sophisticated static anal-
ysis techniques of model checking [8]. Model checking
permits one to define possible execution properties of

programs and, then to search for a possible execution
sequence that violate those properties—no matter how
they are actually implemented.

The advantage of such program analyses is that the
behavior matching is performed at a semantic level,
meaning that variations in program form are made ir-
relevant. There are, however, several problems faced
with implementing such approaches. For one, the anal-
yses can be expensive. Moreover, the high-level analy-
ses require precise and high-level program models. For
instance our approach needed an accurate control flow
graph (including system calls), which in turn requires
accurate disassembly. Defeat either disassembly or con-
trol flow graph extraction and the whole sensing system
is defeated [7, 11].

2.1.2 Program normalization

Normalization is the process of removing unwanted
variation in input to make processing easier. If programs
could be normalized, then the complicating changes in-
troduced by mutations can be removed. In our early
work in this area we used standard program transfor-
mations common to optimizing compilers [6]. This ap-
proach removes variation but cannot guarantee a sin-
gle normal form. In later work we used the theory
and mechanisms of a program analysis paradigm called
“term rewriting” [12, 13]. Here the relevant theory could
precisely define classes of mutation engines that could
be “neutralized.”

The advantage of such analyses is that they can fairly
efficiently neutralize the effects of certain mutation en-
gines. Some of the problems include the necessity of
modeling the attacker’s transformation system. The per-
formance, while probably orders of magnitude faster
than model checking, may also be too slow for many
applications, and the technique is vulnerable to the same
sorts of attacks on the disassembly phase of the analysis.

2.1.3 Approximated matching

When automated mutation appeared in viruses, one of
the first responses of the anti-virus industry was to
increase the power of their matching technology by
enabling them to define more abstract—yet precise—
patterns [9]. We sought to introduce approximated tech-
niques that can anticipate certain classes of mutation
in the match. To this end, we adapted information re-
trieval techniques typically used for matching queries
to documents [4]. Specifically, we introduced a new
type of match term we called “n-perms”; these en-
abled programs to be matched even if the ordering of
their operations were modified. Sensors could then be
built on top of the approximate matching capability such
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that mutated versions of known weapons can be recog-
nized [14].

The advantage of such analyses is that, unlike generic
character-based approaches such as n-grams over bina-
ries, they attempt to take into account (a) the struc-
ture and content of programs in defining the compari-
son features, and (b) the types of program mutations that
may underlie the differences. The approach has shown
to be fairly scalable even without typical optimization
schemes [14], but it still is sensitive to attacks on the
disassembly phase of the analysis (though the approxi-
mated nature of the match means it is less susceptible
than more precise approaches).

2.1.4 Statistical signatures

Defense against powerful mutation techniques often re-
quires powerful program analysis techniques. Many
of the analysis approaches proposed in the research
community—including our own—can be expensive to
run, making them poorly suited in uses where suspect
programs are scanned before being used. We sought a
fast approach for filtering out programs that are unlikely
to be mutants generated automatically. We proposed an
approach based on statistical inference about the proba-
bility of a program being output from a given mutation
system [1]. The essential idea is borrowed from linguis-
tic studies of authorship analysis: mutation engines nor-
mally have idiosyncrasies in the sort of output they gen-
erate, and these idiosyncrasies can be detected by exam-
ining the occurrence of various program constructs.

Such program analyses are useful in that they can
rapidly steer sensors away from useless computation.
However the approach gains much of its speed at the
expense of precision in that it may fail to provide much
decision-making help in non-obvious cases. In addition,
the problem of correct disassembly is also faced.

3 Distributed cyberweapon sensing

We have argued that program analysis techniques can
offer many possibilities for cyberweapon sensing. In re-
viewing the problems of applying them, however, cer-
tain problems are still being faced. These include: cost
problems (computation space or time), and the brittle-
ness of algorithms in the face of various programming
attacks. In a previous position paper [11] we presented
an argument that the latter problem can be expected be-
cause classic program analysis is poorly matched to the
challenges of analyzing code created by an adversary.
We argued that in the future analysis methods may be
able to become more robust by shifting to processing
methods similar to those found in, say, speech process-

ing, which are forced to to deal with with noisy or in-
consistent data, and imprecise results.

One of the best examples of a shift in this direc-
tion comes from the paper by Kruegel et. al [5]. It
presents a technique for disassembly that is more ro-
bust in the presence of obfuscations—which is a prob-
lem we noted was being faced by many sensing ap-
proaches based on program analysis. Classic program
analysis is strictly staged, with disassembly coming be-
fore control flow extraction. It also requires precise and
correct results from each stage: correct and complete
disassembly is required by the control flow modeling
algorithms. Kruegel et. al persuasively argue that ob-
fuscation makes this approach infeasible, and describe
a disassembler built with different processing princi-
ples. Their disassembler does not produce precise re-
sults to begin with, as it starts with an initial approxima-
tion (guess) and that approximation is refined as more
knowledge is acquired. Moreover, the processing is not
strictly staged; rather, an initial disassembly is created,
an initial control flow graph is created, and this graph is
used to refine the disassembly. The process incremen-
tally works towards the correct solution. This effort thus
matches our proposal that program analysis methods are
likely to become more opportunistic and incremental in
their processing, and employ more approximate or soft
representations.

Our previous position did not consider dynamic pro-
gram analyses. Traditionally, dynamic analyses are inte-
grated with static by letting one type improve the ap-
proximation created by the other type. For example
Udupa et. al [10] use procedure call tracing (dynamic
technique) to improve the accuracy of statically con-
structed call graphs. We argue here that in applying
program analysis to cyberweapon construction, dynamic
and static analyses may need to be integrated, and that
the integration will entail solving issues of sensor place-
ment and information fusion.

In this context, a sensor may consist of a patched sys-
tem call that tracks the calling context and updates an ap-
proximated call graph. Another type of sensor might be
a programmed hard drive controller that senses changes
to protected system files. Other sensors could be typi-
cal traffic sensors at the level of a firewall in the node’s
network interface or on a router or network appliance.
The challenge is to ensure that the sensor information
can be utilized to improve the models generated, in part,
through static analysis.
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Abstract—The advancement of MEMS technologies has made
it possible to produce tiny wireless sensor devices. These tiny
sensors hold the promise of revolutionizing sensing in a wide
range of application domains because of their flexibility and low
cost. One such application is target localization and tracking
using acoustic signal of the target. The capabilities of these tiny
devices are limited by their battery power, storage capacity, com-
putational power and communication bandwidth. These limited
capabilities make the decisions made by each sensor error prone.
Hence most target detection and tracking algorithms require the
sensors to work in groups in order to improve the reliability of
target tracking algorithms. This makes it necessary for deployed
sensors to discover and group together so that their coverage
can be maximized. In addition, with the advent of video sensor
networks it has become possible to record a video of the target
once it is detected and later be relayed to an external agent. In
this paper, we propose a clustering algorithm that tries to produce
the maximum number of possible clusters given a certain type
of deployment. The proposed clustering algorithm is distributed
in nature and has the ability to reconfigure in the event of node
failure. The algorithm is highly localized and hence does not need
flooding across the entire network. Since the algorithm allows for
more clusters to track the same region the system reliability is
greatly improved.

I. INTRODUCTION

The increasing capabilities and declining cost of computing
and communication devices, has led to an increase in the
number of applications of wireless sensor networks. One such
application is battlefield surveillance. Surveillance involves
both detection and tracking of intruders. Tracking based on
the strength of acoustic signal received by a set of sensors is
a common technique. This requires deployed sensors to work
in groups. Though each sensor is capable of detecting the
presence of a target, its results are error prone and could result
in false alarms. Hence to increase the accuracy of the detection
algorithm it becomes necessary to fuse the measurements of
a group of sensors. This makes it necessary for the deployed
sensors to work in small clusters so that the overall reliability
of the surveillance system can be improved.

Wireless sensors can be used to detect various features
such as thermal signatures, ferro-magnetic content or acoustic
signal. The absence or presence of a target phenomenon can
be inferred by aggregating the measured values from a small

group of sensors deployed. In this paper we assume that each
sensor is equipped with a microphone and hence can record
the acoustic signal.

Detection requires that the system discriminate between a
target’s absence and presence. Successful detection requires a
node to correctly estimate a target’s presence while avoiding
false detections in which no target is present. This can be
done by using triangulation based on acoustic measurements
made by at least three sensors. On the other hand target
tracking is more complicated since it involves maintaining the
target’s position as it moves over time in a region covered
by the sensor network’s field of view. Therefore the tracking
algorithm should be able to identify the orientation of the
target’s path and its velocity in addition to location of the
target’s position. One such algorithm to track the target is
the CPA (Closest Point of Approach) algorithm [1]. In this
algorithm a group of four sensors make CPA measurements,
and then, based on the measurements, the trajectory of the
target can deduced with reasonable accuracy. The capability
of the application can be further enhanced if we assume that
each sensor is equipped with a camera. This is possible with
the advent of low cost cameras that are capable of providing
resolution in the order of mega pixel. The CPA measurements
made by each of the four sensors will be reported to a node
(actually one of the four sensors) where the target’s trajectory
can be computed. Once the parameters of the target’s trajectory
are computed, the camera associated with the sensor can be
programmed to pan in the target’s direction. However, this
requires real time data from each of the four individual sensors,
i.e. the CPA measurements generated by the sensors must be
delivered to a node in a timely fashion. Out-dated reports
are of little use. These timing constraints call for a clustering
algorithm.

The overall system architecture consists of two self-
contained components: the acoustic target tracking subsystem
which deals with the detection and processing of acoustic
signals and the communication subsystem which is responsible
for exchanging sensor data and high quality tracking results.
One way to address the limited computational and battery
power of wireless sensor devices is to organize the sensors



into clusters. Sensors in each cluster coordinate in sensing and
communication to perform the sensing task. To deal with the
inaccuracy in measurement and unreliability typical of low-
end devices in remote or hostile environments, we suggest a
clustering algorithm that organizes the sensors into redundant
clusters so as to obtain more robust results.

In general, target classification and tracking algorithms rely
on information provided by a cluster of sensors. In case of
target classification each sensor is equipped with different
modalities, such as magnetic, radar, thermal, acoustic, chemi-
cal, electric, seismic and optical. Hence the target classification
draws its results from observations made by a cluster of
modalities. This emphasizes the need for a clustering algorithm
that can exploit the redundancy in the sensor deployment and
reduce the latency in the exchange of raw data and the amount
of raw data that needs to be exchanged.

The proposed clustering algorithm is distributed in nature
and the number of clusters to be formed can be easily
controlled. Further, since the cluster head chooses its member
nodes from its one hop neighbors, the raw data has to travel
only one hop. Finally, the target tracking results of each cluster
head can be progressively fused with those of its neighboring
clusters.

The remainder of the paper is outlined as follows. Section
II reviews related work; Section III defines the problem,
while Section IV provides details of the proposed clustering
algorithm, followed by performance evaluation in Section V.
Finally, Section VI offers some concluding remarks.

II. RELATED WORK

The system that we are presently referring to is an intrusion
detection system which is essentially a surveillance situation
of practical importance and is well-suited to wireless sensor
networks. The intrusion detection system is designed as a
dense, distributed, wireless network of multi-modal, resource-
poor sensors combined into loosely coherent sensors that per-
form in situ detection and estimation. There are several issues
of interest in designing such distributed intrusion detection
systems. The first and foremost is the sensor deployment
algorithms. These algorithms aim at maximizing the field of
coverage of a given set of sensors. One metric to identify
the effectiveness of a deployment strategy is by measuring
the worst and best case coverage paths. In [2] the authors
optimize deployment of heterogeneous sensors through Linear
Programming. In [3] the authors propose three approximation
algorithms for a variation of the SET K-COVER problem,
where the objective is to partition the sensors into covers such
that the number of covers that include an area, summed over all
areas, is maximized. In [4] the authors analyze the minimum
number of nodes needed for random deployment so as to meet
a desired value for least path of exposure metric. They assume
Gaussian distribution for the random deployment strategy. In
[5] the authors propose algorithms to provide k-coverage in a
mostly sleeping network. The aim of the algorithm is to save
energy and at the same time provide certain desired degree of
coverage of the protected region at all times. However, all these

algorithms analyze the degree of coverage from the perspective
of target detection but not target tracking.

One method of judging the effectiveness of a particular
sensor deployment algorithm is by measuring the worst and
best case coverage. [6], [7] provide algorithms to measure
the worst and best case coverage based on Voronoi diagrams.
In [8] the authors analyze worst case coverage (also called
the breach path) in case of directional field-of-view sensor
networks.

Line in the sand [9] system is a prototype model that can
detect and classify up to three different target types. In [9],
the authors discuss various issues in developing such systems,
largely emphasizing data fusion algorithms. VigilNet [10] is
a real time large-scale sensor network system that can track,
detect and classify the targets in a timely and energy-efficient
manner. In [10], the authors perform mathematical analysis
of various delays and accuracy of the system. Both the above
systems rely on mutual co-operation of group of clusters. They
both assume the availability of a clustering algorithm. In [11],
a target detection algorithm localizes a sound source using
triangulation based on the acoustic measurements made by a
group of three sensors. Once again the existence of clustering
algorithm is assumed.

[12] evaluates three different architectures for fusing data
collected by the sensors. The three schemes analyzed are a
centralized scheme, a progressive scheme and a distributed
scheme. A centralized source number estimation scheme is a
processing structure in which all sensors send their raw data to
a central processing unit where source number estimation is
performed. A progressive source number estimation scheme
is a processing structure that a group of sensors update the
source number estimation result sequentially based on each
sensor’s local observation and the partial estimation result
from its previous sensors in the sequence. So, the information
transmitted through the network is the estimation result or
partial decision. Finally, a distributed or cluster based source
number estimation scheme is a structure including two levels
of processing: source number estimation within each cluster
and decision fusion between different clusters. The authors
conclude that the cluster-based distributed approach using the
progressive intra-cluster estimation has the best performance in
the sense that it can provide much higher detection probability
than the centralized approaches, while at the same time occu-
pying the least amount of network bandwidth and consuming
the least amount of energy. [13] Introduces Markov chain
Monte Carlo data association algorithm to track an unknown
number of targets. The algorithm once again relies on the
existence of a clustering algorithm.

The clustering algorithm presented in this paper has the
ideal features pointed out in [12]. The algorithm is distributed
in nature and allows for intra cluster data aggregation. The
intra cluster data aggregation is made possible by the overlap-
ping nature of the clusters. This also leads to redundancy and
increases the success rate of target detection.



III. PROBLEM DEFINITION

Data fusion algorithms rely on clustering algorithms so that
the raw data collected by individual sensors can be combined
in an efficient way. One such data fusion algorithm useful
for target tracking application is based on closest point of
approach or CPA algorithm. The CPA algorithm [1] estimates
the target motion parameters based on CPA measurements
made by at least four sensors. The target motion parameters
being speed, direction, bearing of the target’s path and the
precise location of the target at a certain instance of time.

The purpose of clustering algorithm is to fuse the CPA
measurements made by individual sensors at minimum cost (in
terms of energy) and at the same time provide best coverage
possible for a given deployment. One way to achieve data
fusion is to deliver the CPA measurements to a centralized
location. However transmission of raw data to the centralized
location would mean transmitting 4 raw data packets instead
of one fused value. This is not economical in terms of energy.
Instead, clustering allows for local data fusion. Since each
clusterhead is only one hop away from its member nodes less
energy is consumed in transmission of raw data and also the
probability of loosing raw data is reduced.

A cluster once formed can track a target only with certain
accuracy. The primary sources of error are false alarms at
each sensor, loss of raw data and sensor failures. Hence it is
necesary to provide redundacy. Redundacy can be achieved by
allowing more than one cluster to track the same region. In the
proposed algorithm we allow for redundancy by allowing two
clusters to share a predetermined number of nodes. By increas-
ing the number of shared nodes more clusters are formed in the
same region and hence increses the system reliability. However
Figure 5 shows that failure rate can be considerably reduced
by increasing the number of clusters tracking a region from 1
to 3. However this increased reliability comes at an extra cost
in terms of energy. In the proposed algorithm reliability can
be controlled by adjusting the number of nodes two clusters
can share. This also leads to a series of overlapping clusters
and allows for data fusion between inter clusters.

A. Closest point of approach

Each sensor monitors the acoustic signal from the target
with the help of a microphone, i.e. it monitors the signal
energy for a given time window. The sensor confirms the pres-
ence of a target (called event) once the signal strength exceeds
a certain threshold. The threshold is dynamically updated
based on background noise statistics to reduce false alarm rate.
Once a node detects an event (i.e. the presence of a moving
vehicle), it stores a time series segment corresponding to the
event. Figure 1 shows the time series segment corresponding
to the interval in which the energy first exceeds the threshold
(start of event) and eventually drops below the threshold (end
of event) after reaching a peak value. The time at which the
acoustic signal peaks is called the closest point of approach
(CPA).

The CPA measurements made by each of the four sensor
are reported to a centralized location (which is just any of the

four sensors) where the individual measurements are fused
together by the CPA algorithm to determine the target motion
parameters, such as precise location at a certain instant of
time, velocity and orientation. Once these parameters have
been calculated, the camera attached to the sensor can be
programmed to record a video of the target and the recorded
video can be sent to an external actor by using a data centric
routing protocol, such as Directed Diffusion. However, the
algorithm has pitfalls. There are certain configurations in
which the algorithm fails to estimate the motion parameters.
Figure 2 shows all the possible target trajectories with respect
to the way sensors are deployed.

Fig. 1. Event detection by thresholding the energy of the acoustic signal
detected by the microphone. The horizontal line represents the threshold. The
maximum reading corresponds to CPA time.

The CPA algorithm can estimate the target parameters only
when there is uneven number of sensors deployed on either
side of the target’s trajectory. At the minimum, to detect the
target motion parameters we need CPA measurements from
four sensors with 3 on one side and one on the other side
of the target trajectory. Also the algorithm requires the three
sensors that are on one side of the trajectory to be non co-
linear. In all other cases the solution is ambiguous [1].

Fig. 2. Classification of target trajectories according to the way of sensor
field decomposition.

The clustering algorithm described in this paper avoids the
issue of even deployment of sensors by grouping five sensors
together into one cluster. One of the five sensors is chosen
as the cluster head. All the member nodes send their raw
data to the cluster head, which then makes use of the CPA
algorithm to estimate the target motion parameters. Figure 3
shows a cluster formed between five nodes and the dotted lines



represent the possible paths a target can take. Each cluster will
have a cluster head to which all the other sensors can send in
their results. The cluster head then runs the CPA algorithm
to identify the trajectory’s parameters. The cluster head needs
CPA measurements from only 4 sensors, but does not know
which 4 measurements will lead to a solution and hence tries
out combinations. It then ignores the invalid combinations and
averages the valid solutions.

Fig. 3. A cluster formed with five sensors.

Each cluster has a certain failure rate in detecting the target.
The failures arise because of the inefficiency of the individual
sensors in detecting CPA time. The errors could be because
of the ambient noise or because of the failure to identify the
right threshold. Further, in some cases the raw data packets
sent by some of the sensors to the cluster head might be lost.
Hence it becomes necessary to have redundant clusters so that
the tracking efficiency can be improved.

Assuming that each sensor fails to detect the event with a
probability p, then the probability of failure for a cluster to
track an event can be obtained by evaluating the following two
cases.

Case 1: Assume that the target takes the path P1 i.e. 1 sensor
on one side of the target trajectory and all the other sensors
on the other side. Let P1 represent the probability of failure.

P = 1−probability of success = 1−(4C3∗(1−p)4∗p+(1−p)5)
(1)

Case 2: Assume that the target takes the path P2 i.e. 2 sensors
on one side of the trajectory and the rest on the other side.
Let P2 represent the probability of failure.

P = 1−probability of success = 1−(2C1∗(1−p)4∗p+(1−p)5)
(2)

Since there are only 5 possible scenarios in which Case 1 can
happen and 10 possible scenarios in Case 2 can happen, the
probability with which a cluster can fail to detect an event is
0.33*(1) + 0.67*(2).

Figure 4 represents the individual failure rates of each case
and the overall failure rate with changing failure rates of
individual sensors. A sensor fails to detect because of various
factors, such as ambient noise and issues associated with the
fine tuning of thresholds for the acoustic detector. The total

Fig. 4. Failure probability of a cluster in detecting the target given individual
sensor failure probability.

success rate can be improved by having more than one cluster
monitor a certain region. This makes it necessary to have
overlapping clusters. If we have six sensors, then we can
have six clusters such that any two clusters differ by at least
one sensor. Incorporating new nodes and forming new clusters
with different set of sensors can give a different perspective
to evaluate the tracking parameters. Figure 5 shows how the
total failure to track a target decreases as more clusters track
the target. It can be seen that the failure probability can be
reduced greatly by increasing the number of clusters tracking
a target from 1 to 3. Any further increase in the number of
clusters does lead to a significant improvement.

Fig. 5. Improvement in the target detection as more number of clusters
monitors a region.

In the algorithm presented in the next section, the amount
of redundancy can be controlled by controlling the number of
sensors two clusters can have in common.

B. Protocol Overview

The clustering algorithm forms as many polygons as possi-
ble and prevents polygons with exactly the same set of sensors



from forming. Ties are broken by giving preference to the
sensor with lower ID. Once formed, a cluster head remains in
cluster head state until it detects that one of its member nodes
is not responding. The cluster head node and the member
nodes poll one other with HELLO messages to detect node
failure. In the event of node failure, the cluster head disbands
the cluster and moves to the initial state and starts all over
again. Each sensor (cluster head) manages only one cluster at
a time, but can be a member node to any number of clusters.
The overlapping nature of the clusters improves the reliability
of the system as the same portion of the field is monitored by
more than one cluster. An overview of the protocol is shown
in Figure 6.

Fig. 6. State transition diagram of the clustering algorithm.

The protocol has eight states and makes use of
seven messages. The states are START, CHEAD,
HELLO, POLY REQ SENT, POLY INFORM SENT,
and CHEAD LOST. A brief description of each state is given
below.

• START: This is the initial state of the node soon after it
has been deployed out on the field.

• CHEAD: A node moves to this state on successfully
forming a polygon. It receives CPA information from the
member nodes and runs the CPA algorithm to determine
the target parameters. It periodically sends out HELLO
messages to verify that its member nodes are alive. A
node in CHEAD state remains so until one of its member
nodes dies.

• POLY REQ SENT: A node interested in forming a clus-
ter broadcasts a FORM POLY REQ message and move
to this state while it waits for replies from nodes that
interested in forming a cluster.

• POLY INFORM SENT: Once a node decides on its
member nodes, it broadcasts a FORM POLY INFORM
message. This message carries the ID of all the member
nodes.

• CHEAD LOST: when a node that intends to form a
polygon realizes that a similar polygon is being formed by
another node (with a smaller ID), it gives up its attempt
to form a polygon and moves to CHEAD LOST state.

The seven messages are FORM POLY REQ,
FORM POLY REPLY, FORM POLY INFORM,
FORM POLY COMPLETE, STATUS ACCEPTED,
ACK STATUS ACCEPTED, HELLO, and
POLY DISBAND.

• FORM POLY REQ: this is a request message broadcast
by a node that intends to form a cluster soliciting replies
from nodes that are interested in joining a cluster.

• FORM POLY REPLY: Upon receiving a
FORM POLY REQ message, a node interested in
joining a cluster replies with a FORM POLY REPLY
message.

• FORM POLY INFORM: A node that has decided
on the member nodes of its cluster broadcasts a
FORM POLY INFORM. This message contains the IDs
of the member nodes. The purpose of this message is
to avoid duplicate clusters. Duplicate clusters are those
clusters that have identical nodes.

• FORM POLY COMPLETE: This is a broadcast message
sent by a node to inform its member nodes about the
successful formation of the cluster. The sender of the
message becomes the cluster head. The member nodes
send raw data about any target they detect to the cluster
head.

• HELLO: The cluster head and the member nodes make
sure that the cluster is intact by periodically exchanging
HELLO messages between them.

• POLY DISBAND: Once a cluster head concludes that
one of its member nodes is not responding, it disbands
its cluster by broadcasting a POLY DISBAND message.
It then moves to START state and starts all over again.

Fig. 7. A special case of the clustering algorithm.

In the rest of the section, we explain the purpose of STA-
TUS ACCEPTED and ACK STATUS ACCEPTED message.
The main purpose of the message is to reconfigure the clusters
in the event of node failures and at the same time ensure that
neither too many redundant clusters are formed nor too few
clusters are formed. Too few clusters might lead to void region.
Void region is the region that is not monitored by any cluster.

• STATUS ACCEPTED: In Figure 7, assume that nodes 9,
10 and 11 all try to form clusters at the same time. Also
assume that the set of member nodes of 9 and 10 differ
by a single node and the set of members of 10 and 11
also differ by a single node. However, assume that the
set of member nodes of clusters being formed by nodes
9 and 11 differ by 2 nodes. By virtue of lower ID, node 9
gets to form a cluster while 10 moves to CHEAD LOST



state. Assume that each of the nodes have exchanged
the FORM POLY INFORM messages. By the nature of
the node positions, node 9 is aware of the cluster being
formed by 10; 10 is aware of the clusters being formed
by both 10 and 11; and 11 is aware of the cluster being
formed by 10. Now there is a tie between nodes 9, 10
and 11. Since the algorithm allows for nodes with lower
ID to form clusters, only node 9 would be able to form a
polygon. This because 10 would loose the race to 9 and
11 would loose the race to 10. We could better monitor
the field if 9 and 11 can form clusters as their respective
set of member nodes differ by 2 nodes. Hence, in such
situations, 10 allows 11 to form a cluster by sending a
STATUS ACCEPTED message.
Before the STATUS ACCEPTED message reaches node
11, assume that node 11 looses to node 8 (since 8
has lower ID, it has precedence over 11 in case of,
tie.). In this case, we would end up with just two
clusters formed by nodes 9 and 8. This might lead to
a region between nodes 9 and 8 not being monitored.
In order to avoid such situations, node 11 sends out a
STATUS ACCEPTED message to node 10, and node 10
goes ahead to form a cluster. Node 11 will then move to
STATUS ACCEPTED SENT state.

• ACK STATUS ACCEPTED: While in STA-
TUS ACCEPTED SENT state, if a node receives a
STATUS ACCEPTED message from a node with a lower
ID, it replies with a STATUS ACCEPTED message and
waits for (ack timer period) the lower ID to acknowledge
the message with ACK STATUS ACCEPTED message.
On the other hand, if it receives an STATUS ACCEPTED
message from a higher node ID, it moves to
CHEAD state and the lower ID acknowledges with
a ACK STATUS ACCEPTED message. This final step
of the algorithm assures that nodes with a lower ID
gets to form a polygon even in the presence of wireless
losses, and, at the same time, assures that no void
regions (regions that are not monitored by any cluster)
are formed.

IV. PERFORMANCE EVALUATION

The clustering algorithm was implemented in ns-2.27 [14].
The total number of protocol packets generated in order to
maintain the clusters for a period of 100 seconds was mea-
sured. Four different deployment topologies were evaluated.
The first was grid deployment in which 100 nodes were
laid in 10 * 10 matrix and separated by 40m. The second
topology was a random deployment consisting of 150 sensors
uniformly deployed over a 670*670 m field. The next two
sensor deployments were based on pentagonal tiling.

Pentagonal tilings were analyzed since it is possible to have
non-overlapping clusters of five sensors and hence assure that
each part of the field can be monitored by at least one cluster.
In an ideal case where each cluster can monitor the region
that it encloses with a probability of 1. By having one of the
five nodes of each pentagon to be a cluster head and the other

Fig. 8. Pentagonal tessellations.

Fig. 9. Pentagonal tessellations.

nodes as its member nodes, the entire field can be monitored
with a minimum number of clusters. In all, 14 different types
of convex pentagons [15] can tile a plane but we evaluated only
two of them. Figure 8 and 9 shows the geometrical properties
of the two.

In tessellation of Type I, 280 sensors were deployed in a
rectangular field of 500 * 1000m. In case of Type II, a total of
300 nodes were deployed in a rectangular field of 500*1000m.

A node that intends to form a cluster can adopt different
strategies in identifying its member nodes. Two different
strategies were evaluated. In the first strategy the node intend-
ing to form a cluster chooses the nodes that are closest to it,
while in the second version the algorithm chose the farthest
nodes to form a cluster. By choosing the farthest nodes the
region tracked by each cluster is maximized, but increases
the protocol overhead to maintain them as they tend to be
less stable. On the other hand by choosing closest nodes as
member nodes leads to more stable clusters but reduces the
area monitored by each cluster. In each scenario the algorithm
was analyzed by allowing the cluster heads to form clusters
with varying number of identical nodes (the same nodes appear
in two different clusters). The number of identical nodes was
chosen to be 2, 3 and 4.

Choosing the farthest nodes increases the area tracked by a
single cluster but also increases the protocol overhead when
compared to the minimum coverage approach. This is because
the member nodes of a cluster and the cluster head use
HELLO messages (for the simulations the hello timer was
set to 4 sec) to verify that all the members of the cluster
are alive. A node that receives a HELLO message replies
with a HELLO REPLY message, both of which are broadcast
messages. All the member nodes that receive the broadcast



message update their hello timer for the node that just sent
the HELLO REPLY. However, when the cluster head chooses
the farthest nodes as its member nodes there is a higher
probability that not all the member nodes are within one
another’s communication range and this leads to increased
hello messages.

The policy of allowing clusters to have more and more
shared nodes leads to an increase in the number of clusters
and increase in redundancy. As the clusters are allowed to
have more shared nodes, it can be seen that the protocol
overhead is reduced. This is because when N=2 (N being
the number of identical nodes), two clusters that are in close
vicinity have a greater chance of having more than two nodes
in shared (i.e. identical). Hence the sensors spend more time
in resolving ties and this leads to increased protocol overhead.
For the same reason the clusters face lesser conflicts with
neighbours when N=3 and N=4. In case of the maximum
coverage approach, the overhead is more or less uniform for
N=2, 3, 4 as each cluster is formed with farthest nodes there
is a lesser chance of conflict. This leads to an increase in the
number of clusters formed. Also, more clusters would mean
more HELLO packets to make sure that the member nodes
are alive. Furthermore, in the maximum coverage approach
since the member nodes of a cluster are geographically more
distant from each other; the ability of a cluster to track a target
is reduced.

Fig. 10. Protocol overhead in Grid deployment.

From Figures 10, 11, and 12 it can be seen that both the
number of identical nodes two different clusters is allowed
to have and the approach taken to choose the member nodes
while forming a new cluster affect the protocol overhead.

The probability of conflicts between clusters is also depen-
dant on the deployment strategy. In random and tessellation
based deployment strategy it can be seen that for the case
N=2 the minimum coverage approach spends even more time
in resolving conflicts whereas the protocol overhead for the
maximum coverage approach is constant for all the deploy-
ment patterns. From Table I, it can be seen that more clusters

Fig. 11. Protocol overhead in Random deployment.

TABLE I
COMPARES THE TOTAL NUMBER OF CLUSTERS FORMED IN CLOSEST

APPROACH AND THE FARTHEST APPROACH. READ AS (MINIMUM
COVERAGE VS MAXIMUM COVERAGE)

N = 2 N = 3 N = 4

Grid 50 Vs 83 72 Vs 93 92 Vs 99

Random 48 Vs 98 77 Vs 135 112 Vs 139

Type I Tessellation 90 Vs 202 192 Vs 272 260 Vs 280

Type II Tessellation 74 Vs 238 135 Vs 286 155 Vs 288

can be formed by choosing the maximum coverage approach.
However this leads to increase in number of cluster heads and
hence increase in the number HELLO message exchanged to
make sure that the cluster is active.

Fig. 12. Protocol overhead in case of sensor deployment using Type 1
pentagonal tessellation.

Whenever a node dies the cluster heads of all the clusters
that the dead node belongs to are dissolved and a race for



forming new clusters begins. Also since a node, can be a
cluster head and at the same time be a member node of
another cluster, the dissolution of one cluster could lead to a
ripple effect. A larger ripple means a larger number of clusters
have to be reorganized and hence more protocol overhead. The
extent of the ripple is dependent on the geographical location
of the node and its relationship to other nodes.

Fig. 13. Protocol overhead in case of sensor deployment using Type 2
pentagonal tessellation.

So in each of the deployment scenarios we kill a node that
is in the center of the field. In Figures 14-17 it can be seen
that the ripple is contained to a smaller region, and hence,
the increase in protocol overhead is small. In the proposed
clustering algorithm, a cluster head once in CHEAD state
continues to remain so until one of its member node dies.
This limits the spread of ripple once a node dies. We analyze
the protocol overhead when the clusters are formed using
minimum coverage approach. The additional protocol packets
generated to re-organize the clusters in the event of node
failure is maximum for grid deployment and insignificant in
all other deployment strategies.

Table 1 shows that by adopting the maximum coverage
approach (each cluster head forms a cluster by choosing
geographically farthest nodes from its one hop neighbors) in
the clustering algorithm we can form as many as twice the
number of clusters with closest approach (each cluster head
forms a cluster by choosing geographically closest nodes from
its one hop neighbors) even when N=2. This justifies the large
protocol overhead observed in case of maximum coverage
approach.

V. CONCLUSION

In this paper we propose a distributed clustering algorithm
to track intruders. The localized nature of the algorithm
ensures that reconfiguration does not significantly increase
the protocol overhead. The algorithm builds a series of over-
lapping clusters which allow for more than one cluster to
track a region. This redundancy improves the overall system

Fig. 14. Protocol overhead in case of Node failure in grid deployment
(minimum coverage approach).

Fig. 15. Protocol overhead in case of Node failure in Random deployment
(minimum coverage approach).

reliability. The overlapping clusters also allow for tracking
of curvilinear targets. We analyzed the factors that affect
the protocol overhead. The protocol overhead depends on
the sensor deployment strategy, number of clusters and the
approach adopted by the cluster head in choosing its member
nodes. Maximum coverage approach forms larger numbers of
clusters than the minimum coverage approach and also leads to
proportionate increase in the protocol overhead. Node failures
lead to re-organization of clusters and hence increase protocol
overhead. In the worst case there is a 11% increase in protocol
overhead to reconfigure the clusters. This happens when the
sensors are deployed in a grid. In the future we would like to
analyze the efficiency of clustering algorithms by measuring
the average probability of tracking.
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On Energy-Efficient Priority-Based Routing in
Heterogeneous Sensor Networks

Min Meng, Yunyue Lin, Yi Gu, Qishi Wu, Nageswara S.V. Rao

Abstract— Sensor networks are becoming increas-
ingly pervasive in various applications ranging from
mission-critical military operations to environmen-
tal surveillance to industrial process monitoring. In
single-sink homogeneous sensor networks, traditional
routing algorithms are mainly focused on selecting a
path with a minimum number of hops or a minimum
amount of transmission energy cost. One fundamen-
tal problem associated with these routing algorithms
is that the energy of the sensors near the sink or
on the critical paths is depleted much faster than
that of other nodes, resulting in unbalanced energy
consumption. In the worst case, the failure of one or
more critical nodes may break down the entire sensor
network. We present the system architecture of het-
erogeneous sensor networks that consist of a small
number of high-end sensors serving as sink nodes
and a large number of low-end sensors responsible
for environmental sensing and data collection. Within
the framework of heterogeneous sensor networks,
we propose a path bottleneck-oriented and energy
cost-based routing algorithm that compares multiple
paths to multiple sinks in path selection. A multi-
objective function considering both path bottleneck
and energy cost is constructed to optimize the bal-
ance of network-wide energy consumption. Extensive
simulation results show that the proposed routing
algorithm outperforms traditional routing algorithms
in prolonging the lifetime of sensor networks.

Keywords: Path bottleneck, energy-efficient routing,

sensor network lifetime, heterogeneous sensor network

I. INTRODUCTION

Wireless sensor networks are becoming increas-
ingly pervasive in many military, civil, agricultural,
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and industrial applications ranging from mission-
critical homeland security defense, battlefield as-
sessment, health care improvement, environment
surveillance, climate research, disaster recovery,
ecological forestry and wildlife monitoring, to man-
ufacturing process control. In most sensor network
applications, especially those deployed in large-
scale harsh environments, sensor nodes are pow-
ered by irreplaceable batteries with limited energy
supply to provide basic sensing, communication,
and computing functions. Optimizing the balance
of network-wide energy consumption to prolong the
lifetime of sensor networks has been a challenging
but vital task in sensor network implementation.

Previous research efforts on sensor networks are
mainly focused on homogeneous sensor networks,
where all sensor nodes have the same capabilities
in terms of sensing, communication, processing,
and energy supply. However, extensive studies have
shown that there exists a fundamental limit on
application performance and system scalability in
homogeneous sensor networks. In particular, re-
cent research has demonstrated the performance
bottleneck of homogeneous sensor networks both
theoretically and through simulation experiments
and testbed measurements [16], [10]. In homoge-
neous sensor networks with a single sink, various
routes used by sensor nodes for data transmission
converge to the same destination, and therefore the
sensor nodes near the sink or on the critical paths
consume more energy and deplete faster than other
nodes. The traditional routing algorithms in single-
sink sensor networks usually target minimizing the
number of hops or the total energy consumption
incurred on the path from a source node to the sink.
In such routing schemes, a selected path that con-
sists of a minimum number of hops or consumes a
minimum amount of energy may very likely include
nodes with relatively low residual energy, which
could be rapidly exhausted by more subsequent
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intensive data transmissions. In the worst case, the
failure of one or more critical nodes may destroy
the usability of the entire sensor network.

Assuming that the sink nodes have sustainable
energy supply, balancing the energy consumption
among the sensor nodes is critical to prolong the
lifetime of the network. Toward this end, we present
the system architecture of heterogeneous sensor
networks (HSNs) that consist of a small number of
powerful high-end sensors (H-sensors) serving as
sink nodes and a large number of low-end sensors
(L-sensors) responsible for environmental sensing
and data collection. HSNs can significantly im-
prove sensor network performance and also facili-
tate network configuration and management. Within
the framework of HSNs, we propose an energy-
efficient path bottleneck-oriented (PB) and energy
cost-based (EC) routing algorithm (PBEC) that
compares multiple paths from a source node to
multiple sinks in path selection. Here, the path bot-
tleneck is defined as the minimum amount of data
transmission that can be supported by the residual
energy of any node on the path. Based on PB
and EC routing algorithms, we construct a multi-
objective function taking into account both path
bottleneck and transmission energy cost to optimize
the balance of network-wide energy consumption.
We implement the proposed PBEC algorithm and
present performance comparison with other two
routing methods. Extensive simulations illustrate
that the proposed PBEC algorithm achieves supe-
rior performance in prolonging the sensor network
lifetime over traditional routing algorithms based
on energy cost.

The rest of the paper is organized as follows. In
Section II, we conduct a broad survey on related
work on sensor network architectures and routing
algorithms. In Section III, we present the system
architecture of HSNs. The PBEC algorithm is pro-
posed and discussed in Section IV. In Section V,
we implement the PBEC algorithm and compare
its performance with that of the existing methods.
We conclude our work and discuss future research
directions in Section VI.

II. RELATED WORK

Sensor networks formed by a large number of
densely deployed sensor nodes have been used

in a wide spectrum of fields [3] for monitoring
habitats [25], pollutants [34], [11], and environ-
ments [35], [21]. Due to the well recognized short-
comings of homogenous sensor networks, recent
research efforts have been focused on a new sensor
network architecture, namely Heterogeneous Sen-
sor Networks (HSNs), and a great deal of research
is being carried out on energy-efficient routing [24],
[23], sensor node deployment [26], and various
network lifetime issues [40]. The network topology
and data collection [8] are mainly determined by
the system architecture of sensor networks, which
has been studied in a limited scope for multi-sink
sensor networks.

In the design of sensor networks, the search
for an efficient and fault-tolerant architecture is a
very important task because the sensor network
performance is critically dependent on its intercon-
nection topology. Two types of traditional network
architectures, namely the committee organization
and the hierarchical organization, are discussed by
Wesson et al. in [38]. The JIK network proposed
in [20], [31] has a mixed structure such that the
leaf nodes in the network are organized as many
complete binary trees while the roots of which are
completely connected. Since the integration errors
of the lower nodes in the JIK network accumulate
as the information goes up the hierarchy, it is diffi-
cult to identify the faulty component of the network.
This problem was solved by interconnecting the
nodes at every level of the JIK network as a de
Bruijn network [19], resulting in a new versatile
architecture referred to as the binary multi-level de
Bruijn network (BMD) [19]. The BMD has shown
several fault tolerant properties so that using it as
a basis in the network design makes the network
tolerant to node or link failures.

Several recently deployed sensor network sys-
tems including those deployed in Great Duck Is-
land, Maine [36] and James Reserve, California [1]
utilized different types of sensor nodes and fol-
lowed an HSN model. The studies on various
aspects of HSNs also appeared in a number of
literatures. In [14], Girod et al. consider an HSN
consisting of small MICA2 sensor nodes as well as
more powerful Personal Digital Assistants (PDAs).
The Center for Embedded Networked Sensing at
UCLA [12] developed EmStar – a software environ-
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ment for HSN research [13]. The Embedded Net-
works Lab at USC [4] developed Tutornet – a tiered
sensor network testbed with real sensor nodes [15].
In [32], Rhee et al. developed Millennial Net, which
provides hardware and software architecture with
an assumption of the presence of heterogeneous
node energy and communication capabilities. Two
real sensor networks are presented in [7] and [37]
that utilize heterogeneous nodes for processing and
transport tasks. Particularly, Cristescu et al. demon-
strated that the MICA sensor, which uses very little
power but performs complex calculations slowly,
is best suited to sensing, while the PDA, which
consumes significantly more power but performs
computations relatively quickly, is best suited for
data fusion [7]. In [41], Yarvis et al. studied some
design issues in a special type of HSN, where some
of the sensor nodes are line powered and have
unlimited energy supply, and all other nodes are
just one-hop away from the line powered nodes.
Line powered sensors may be possible in industry
plants, but may not be realistic in many other sensor
network applications such as battlefield surveillance
and wild animal tracking.

Current sensor data routing protocols fall into
two main categories, namely table-driven (proac-
tive) and source initiated on-demand (reactive)
routing [33]. Proactive sensor data routing main-
tains up-to-date routing tables that provide a path
from each node to every other node in the
network. Destination-Sequenced Distance-Vector
Routing (DSDV) is such a routing scheme based
on the Bellman-Ford algorithm [29]. Babel uses a
feasibility condition that guarantees the absence of
loops and attempts at making DSDV more robust
and more efficient [2]. Reactive routing runs on the
demand of a source node to a destination node,
thus the overhead for control packet transmission
is tremendously reduced compared with the former.
Ad hoc On-Demand Distance Vector (AODV) is
a reactive protocol using sequenced distance vec-
tor [28], where the source node broadcasts a con-
nection request and other nodes forward this mes-
sage and record its sender. Routes are backwards
confirmed hop-by-hop once the request message
reaches a node that already has a route to the
destination (or the destination itself), and the route
with the least number of hops is selected for data

transmission.

Data-centric routing protocols include flooding,
gossiping, SPIN [30], directed diffusion [18] and
rumor routing [5]. In flooding, a sensor node
broadcasts packets to all its neighbors until the
destination is reached, while in gossiping, a sensor
node sends packets to a randomly selected neighbor.
SPIN is a protocol with three-way handshake: ADV,
REQ, and DATA. In directed diffusion, each node
performs aggregation and caching to achieve good
energy efficiency and low delay. Rumor routing
is a trade-off between query and event flooding.
Heinzelman et al. proposed Low Energy Adaptive
Clustering Hierarchy (LEACH), an energy-efficient
hierarchical routing protocol [17].

All of these routing protocols have their own
functionality advantages and performance limita-
tions. The proposed PBEC routing protocol consid-
ers multiple paths to multiple sinks and explores a
novel concept of path bottleneck in optimizing the
balance of energy consumption to achieve a longer
network lifetime.

III. SYSTEM ARCHITECTURE OF

HETEROGENEOUS SENSOR NETWORKS

In this section, we present a Heterogeneous Sen-
sor Network architecture that can be applied to
many practical sensor network applications. In this
HSN model, both H-sensors or sink nodes and L-
sensors or leaf nodes are powered by batteries and
have limited energy and communication capability,
but H-sensors have more computing power and
higher energy capacity than L-sensors. L-sensors
use multi-hop communications to reach H-sensors
and H-sensors use multi-hop communications to
reach the base station or gateway.

Different from single-sink sensor networks, in
HSNs, multiple H-sensors are deployed as sink
nodes at strategically selected locations. A large
number of L-sensors are deployed in the region of
interest to collect environmental measurements. L-
sensors connect with each other (neighbor nodes
within the radio range) through wireless communi-
cations to form an ad-hoc network. The main com-
ponents of HSNs include task manager, gateway,
H-sensors and L-sensors, which are illustrated in
Fig. 1.
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Fig. 1. Architecture and components of heterogeneous sensor
networks.

In a typical sensor network application, the user
creates queries through a task manager, which are
transmitted to a gateway over Internet connections
or satellite links. The gateway is responsible for
dispatching and gathering data by broadcasting or
peer-to-peer communication. An L-sensor selects
one of the sink nodes and sends measurement data
to it via a multi-hop path. Multiple paths from a
source node to a specific H-sensor can be explored
by certain route discovery mechanisms similar to
the forward broadcast and backward confirmation
process in AODV. The general routing objective is
to select the best path for data transmission that
optimizes the balance of energy consumption in the
network. However, the more paths we consider in
path selection, the more computation overhead it
will incur.

The advantages of HSNs compared with single-
sink sensor networks exist in the fact that multiple
H-sensors (i) avoid the breakdown of the entire sen-
sor network due to a single sink node failure and (ii)
relieve the unbalanced energy consumption among
sensor nodes. In HSNs, when an H-sensor fails, the
data can be transmitted through other H-sensors. In
single-sink sensor networks, all the measurement
data has to travel through the sensor nodes near the
sink, which, hence deplete energy much faster than
other nodes. The data transmission burden in HSNs
is shared among all the H-sensors so as to balance
the energy consumption and prolong the lifetime of
the network.

Typically, the sensor nodes are widely dispersed
in the entire area of interest and the H-sensors

are deployed in the margins of the area. Multiple
paths can be found from each sensor node to every
H-sensor. Depending on the locations of sensor
nodes and event occurrences, sensor nodes collect
measurement data of different sizes and transmit
them over different distances to different sinks,
which may result in unbalanced energy consump-
tion after running the sensor network for a period
of time. In Section IV, we discuss in detail the
routing algorithms that target balancing the energy
consumption among sensor nodes to prolong the
network life time.

IV. PATH BOTTLENECK-ORIENTED AND

ENERGY COST-BASED ROUTING IN HSN

We construct the mathematical models for sensor
network, routing path, link communication cost,
path energy cost, node energy level, and path bot-
tleneck to facilitate the description of the proposed
routing algorithm.

A. Mathematical models

• Sensor network
A sensor network is depicted as an undirected
graph G(V,E), where V denotes the set of
all network nodes including a small subset of
sinks (H-sensors) VH and a large subset of
L-sensors VL, and E denotes the set of all
direct communication links between any two
L-sensors or between an L-sensor and an H-
sensor:

V = VL ∪VH ,
E = {(u,v) |u,v ∈VL }∪{(u,v) |u ∈VL,v ∈VH }.

(1)
• Routing path

A sensor data routing path is defined as an
ordered set of nodes starting from the source
sensor node vL1 through one hop or multiple
hops to one of the sink nodes vHi

:

P(vL1
,vHi

) = (vL1,vL2, ...,vHi
). (2)

Note that path P can be also considered as a
set of component links.

• Link communication cost
Link communication cost is defined as the
energy cost of a direct communication over a
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wireless link L(i, j) between two sensor nodes:

LC(L(i, j)) = k ·dα
(i, j) + τ , (3)

where d(i, j) is the physical distance of a direct
link L(i, j) between two sensor nodes vi and
v j, k is the power dissipation parameter of
transmission circuit, α is a power dissipation
exponent, whose value varies according to
the environment, and τ is the total energy
cost incurred for sampling, computation, and
receiving of sensing data.

• Path energy cost
The energy cost of a path P(vL,vH) is defined
as the total energy cost of a data transmission
incurred over all component links of path P

from a sensor node vL to a sink node vH :

EC(P(vL,vH )) = ∑
all L(i, j) o f P

LC(L(i, j)), (4)

• Node energy level
The network lifetime does not only depend
on the amount of energy consumption for
data transmission but also the network-wide
balance of energy consumption. To account for
the latter, we introduce a new concept, energy

level, which represents the communication ca-
pacity of a sensor node vi on a path P(vL,vH ) and
is defined as the amount of data transmission
over a link L(i, j) from the sensor node vi to its
immediate neighbor node v j along the path P

that can be supported by the current residual
energy Eres(vi):

EL(vi|Li, j ∈ P(vL,vH)) =
⌊

Eres(vi)/LC(L(i, j))
⌋

.
(5)

• Path bottleneck
The bottleneck of a path P is defined as the
minimum node energy level on the path:

PB(P) = min
vi∈P

(EL(vi)). (6)

Note that the path is broken if its bottleneck
decrements to zero.

We now present the routing algorithms based on
the path energy cost, path bottleneck, and both.

B. EC: energy cost-based routing algorithm

Suppose that the sensor node vs sends data to
one of n sink nodes in VH deployed in the network.

The total energy cost of a data transmission over
a path P(vs,vk)

from the source node vs to the sink
node vk is EC(P(vs,vk)

). The EC routing algorithm
is described as:

min
vk∈VH

(EC(Pvs,vk
)). (7)

The pseudo-code for the energy cost-based routing
algorithm is shown in Algorithm 1.

Algorithm 1 EC: energy cost-based routing
Input: source node vs and its routing table (RT)
Output: the label of the selected H-Sensor

Select a sink node vH1 ∈VH ;
MinCost = EC(P(vs,vH1

));
HSensorID = vH1 ;
for all vk ∈VH , vk 6= vH1 do

Find a path P(vs,vk) in RT;
if EC(P(vs,vk)) < MinCost then

MinCost = EC(P(vs,vk)
);

HSensorID = vk;
end if

end for
return HSensorID.

C. PB: path bottleneck-oriented routing algorithm

PB is a routing algorithm based on the bottleneck
of a path. We first calculate the path bottleneck from
the source node vs to each H-sensor vk in the sink
set VH , and then choose the path with the maximum
path bottleneck for data transmission:

max
vk∈VH

(PB(P(vs,vk)
)) = max

vk∈VH

( min
vi∈P(vs ,vk)

(EL(vi))). (8)

The pseudo-code for the path bottleneck-oriented
routing algorithm is shown in Algorithm 2.

D. PBEC: path bottleneck-oriented and energy

cost-based routing algorithm

PBEC is a hybrid routing algorithm that consid-
ers multiple paths from the source node to a sink
node and takes both the energy cost and path bottle-
neck into account to achieve more balanced energy
consumption. The energy cost of data transmission
over a path P(vs,vk) from source node vs to sink node
vk is EC(P(vs,vk)) and the bottleneck of the path
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Algorithm 2 PB: path bottleneck-oriented routing
Input: source node vs and its routing table (RT)
Output: the label of the selected H-Sensor

PBL = path bottleneck list;
MNEL = minimum node energy level;
for all paths P(vs,vk)

from vs to vk ∈VH in RT do
MNEL = EL(vs|vs ∈ P(vs,vk)

);
for all nodes vi ∈ P(vs,vk)

, vi 6= vs do
if EL(vi|vi ∈ P(vs,vk)) < MNEL then

MNEL = EL(vi|vi ∈ P(vs,vk));
end if

end for
PBL[k] = MNEL;

end for
HSensorID = vH1;
MPB = maximum path bottleneck;
MPB = PBL[1];
for all elements in PBL with index i, i 6= 1 do

if PBL[i] > MPB then
MPB = PBL[i];
HSensorID = vHi

;
end if

end for
return HSensorID.

is PB(P(vs,vk)
). The highest energy cost HEC from

node vs to all sink nodes in set VH is calculated by:

HEC = max
vk∈VH

(EC(P(vs,vk))). (9)

We utilize HEC to calculate the normalized energy
cost NEC of a path P(vs,v j) from sensor node vs to
any sink node v j ∈VH :

NEC(P(vs,v j)) = EC(P(vs,v j))/HEC. (10)

PBEC routing scheme is described as follows:

max
vk∈VH

( max
γ candidate paths: P(vs ,vk)

(PBECvs,vk
))

PBECvs,vk
=

(PB(P(vs ,vk)))
β

(NEC(P(vs ,vk)))
α ,

(11)

where γ represents the number of candidate paths
from source node vs to sink node vk under consid-
eration, and both α and β are exponents indicating
the weight of energy cost and path bottleneck in
determining the path. Note that when γ = 1, α = 1
and β = 0, PBEC reduces to the minimum energy
cost routing algorithm, and when γ = 1, α = 0

and β = 1, PBEC reduces to the path bottleneck-
oriented routing algorithm. In practical implemen-
tation, we take logarithm in Eq. 11 for simplicity.
The pseudo-code for the path bottleneck-oriented
and energy cost-based routing algorithm is shown
in Algorithm 3.

Algorithm 3 PBEC: PB-oriented and EC-based
Input: source node vs and its routing table (RT)
Output: the label of the selected H-Sensor

HEC = highest path energy cost;
HEC = EC(P(vs,vH1

)), vH1 ∈VH ;
for all paths P(vs,vk) from vs to vk ∈VH in RT do

if EC(P(vs,vk)) > HEC then
HEC = EC(P(vs,vk));

end if
end for
PBL = path bottleneck list;
Execute the first part of Alg. 2 to calculate PBL;
HSensorID=vH1;
MaxPBEC = α ·(lg(HEC)− lg(EC(P(vs,vH1

))))+

β · lg(PBL[1]);
for all paths P(vs,vk) in RT, vk ∈VH do

temp = α · (lg(HEC)− lg(EC(P(vs,vk))))+ β ·
lg(PBL[k]);
if temp > MaxPBEC then

MaxPBEC = temp;
HSensorID = k;

end if
end for
return HSensorID.

E. A numeric example

We give a numeric example below to illustrate
the above three routing algorithms. Consider the
sensor network topology shown in Fig. 2. The
energy of every sensor node is initialized to be
30 units and the link communication cost is repre-
sented by the number of energy units labeled over
each link.

• EC: energy cost-based routing algorithm

The energy cost of the paths between source node
v6 and sink nodes v1, v2, and v3 is calculated as
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L-Sensor

H-Sensor

V4 V5 V6 V7V1 V3

V2

30 30 30 30

3 3 4 54

7

Fig. 2. Initial state of a sensor network.

follows:

EC(P(v6,v1)) = LC(L(6,5))+LC(L(5,4))+LC(L(4,1))
= 3 +4 +3 = 10,
EC(P(v6,v2)) = 7,
EC(P(v6,v3)) = LC(L(6,7))+LC(L(7,3)) = 4 +5 = 9.

According to Eq. 7, we choose path P(v6,v2) for data
transmission.

• PB: path bottleneck-oriented routing algorithm

The energy levels or the numbers of data trans-
missions at nodes v6 and v7 on path P(v6,v3) are
calculated as:

EL(v6) =
⌊

30
4

⌋

= 7,
EL(v7) = 30/5 = 6,

where the denominators 4 and 5 are the commu-
nication cost over links L6,7 and L7,3, respectively,
towards the destination node v3. Therefore, the path
bottleneck, i.e. the minimum of all the energy levels
on the path, PB(P(v6,v3)) = 6. Similarly, we can
calculate the path bottleneck PB(P(v6,v1)) = 7 and
PB(P(v6,v2)) = 4. According to Eq. 8, we choose
the path with the maximum path energy level, i.e.
P(v6,v1).

• PBEC: path bottleneck-oriented and energy
cost-based routing algorithm

In the EC routing algorithm, according to Eqs. 9
and 10, we obtain the highest energy cost HEC =
EC(P(v6,v1)) = 10 and the normalized energy cost
NEC for each path. Also, in the PB routing algo-
rithm, we obtain the path bottleneck of each path.
Plugging these quantities in Eq. 11 yields the PBEC

value of every path. Assuming α = 1.5 and β = 1,
we have:

PBECv6,v1 =
(

10
10

)1.5
×7 = 7.00,

PBECv6,v2 =
(

10
7

)1.5
×4 = 6.83,

PBECv6,v3 =
(

10
9

)1.5
×6 = 7.03.

According to the PBEC routing algorithm, we select
sink node v3 for data transmission from source node
v6. PBEC combines the advantages of the EC and
PB routing algorithms to balance the energy con-
sumption of sensor nodes and prolong the network
lifetime.

V. IMPLEMENTATION

We implemented three routing algorithms,
namely minimum energy cost routing (EC),
path bottleneck-oriented routing (PB), and path
bottleneck-oriented and energy cost-based routing
(PBEC) in Java and conducted simulations using
a network of sensor nodes and sinks on a Linux
2.6.20 PC workstation equipped with dual 3.2 GHz
Intel Xeon CPUs and 4 GBytes memory. The
sensor nodes are distributed randomly in a planar
100× 100 area and the sinks are deployed at its
boundaries. Some default values of the parameters
used in the experiments are tabulated in Table I.

TABLE I

PARAMETERS AND DEFAULT VALUES.

Currently, the lifetime of a sensor network is
defined as the time for the first node [24], [6], [17],
[22] or a certain percentage of network nodes [27],
[9], [39] to run out of power. We adopt cooperative

lifetime as the term for the former definition and
whole lifetime for the latter. In the cooperative life-
time (CL) scheme, all the sensors must cooperate
with each other and hence any single sensor’s fail-
ure results in the breakdown of the entire network.
The whole lifetime (WL) is defined as the lifetime
from the startup of the network to the point when
a specific percentage of sensors are not able to
transmit any data.

• Experiment 1 – Cooperative lifetime of EC
with different numbers of H-sensors
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This experiment is designed to study the effect of
the number of H-sensors on the cooperative life-
time performance of the network using EC routing
protocol. Fig. 3 shows the lifetime of the network
in response to different numbers of H-sensors. The
horizontal axis represents the number of H-sensors
and the vertical axis represents the lifetime of the
network calculated in rounds.
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Fig. 3. Lifetime of EC routing with different numbers of
sinks.

From Fig. 3, we observed that increasing the
number of H-sensors significantly improves the life-
time of the network. The average distance from L-
sensors to H-sensors decreases when the number of
H-sensors increases, resulting in a longer network
lifetime.

• Experiment 2 – Cooperative lifetime compari-
son of EC, PB and PBEC

This experiment is designed to compare the life-
time performance of EC, PB and PBEC. As shown
in Fig. 4, the lifetime of PB is longer than that of
EC and the lifetime of PBEC is longer than that
of PB. The minimum energy cost path selected by
EC may involve some sensors that already have
very low residual energy, which accelerates the
death of the first node in the network. Instead, PB
and PBEC take the residual energy of sensors into
consideration and avoid transmitting data through
sensors with already low residual energy, resulting
in a longer network lifetime.

• Experiment 3 – Whole lifetime comparison of
EC, PB and PBEC
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Fig. 4. Lifetime comparison of EC, PB and PBEC under CL.

This experiment is designed to compare the
whole lifetime of EC, PB and PBEC with 4 H-
sensors when we vary the percentages of dead
sensors. In PBEC, we consider γ = 2 paths from
a sensor node to each sink. From Fig. 5, we
observed that PBEC achieves the longest lifetime
under different percentages of dead sensor nodes,
which justifies the superior lifetime performance of
PBEC over EC and PB.
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Fig. 5. Lifetime comparison of EC, PB and PBEC under WL.

• Experiment 4 – Lifetime of PBEC with differ-
ent α , β values

This experiment is designed to investigate the effect
of choosing different values for weight coefficients
α and β on the network lifetime performance. We
collected the lifetime measurements of PBEC using
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different values of α and β with the constraint of
α +β = 1. The performance curve shown in Fig. 6
exhibits a unimodal trend. In the experiments, the
best values for α and β are chosen to maximize
the network lifetime.
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Fig. 6. Lifetime of PBEC with different α and β values.

VI. CONCLUSIONS

Single-sink sensor networks have some perfor-
mance limitations mainly caused by unbalanced
energy consumption of sensor nodes. The objective
of this work was to investigate an innovative and
robust network architecture of HSNs and design
energy-efficient routing protocols for HSNs. We
presented the system architecture of HSNs and pro-
posed an energy-efficient path bottleneck-oriented
and energy cost-based routing algorithm, PBEC,
which targets optimizing the balance of energy
consumption of sensor nodes to prolong the net-
work lifetime. Extensive simulation results showed
that the proposed PBEC algorithm significantly
improves the lifetime of sensor networks compared
to other algorithms.

It is our future interest to further investigate the
performance effect of the weight exponents in the
current form of PBEC and design new methods to
optimize the multi-objective problems in HSNs. We
will also look into the performance effect of the
number of candidate paths in PBEC path selection.
One important issue is to balance the tradeoff of
routing quality and computation overhead resulted
from using multiple paths.
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Contour Guided Dissemination in 4-Neighbor

Wireless Mesh Topologies

Kranthi K. Mamidisetty and Shivakumar Sastry

Abstract—A mesh topology is one in which each

node communicates directly with a set of neighbor-

ing nodes. Using regular topologies in which each

node has four neighbors, we characterize the struc-

ture of the union of all the shortest paths between a

pair of nodes. Further, the multiple shortest paths

between a pair of nodes cannot be exploited by

using a simple traffic spreading strategy. When

a source sends M messages to the sink, and ev-

ery node spreads the messages over every available

shortest path uniformly, we show that nodes along

one shortest path will always handle more messages

than the nodes along other shortest paths. We then

present rules that ensure that nodes, which are at a

same distance from the source, along all the paths

handle roughly the same number of messages. Fi-

nally, we present simulation results that validate

the analytical conclusions. In the future, similar

methods for dissemination can be developed for

general topologies.

I. Introduction

Recent advances in integrated computation and
communication platforms [8] offer tremendous op-
portunities for future engineered systems. Sensor
networks and networked sensor-actuator systems [7]
are two examples of emerging systems. In many
engineered systems, the nodes are located at well-
designed, fixed, locations. To ensure that the system
is robust, multiple paths for communication between
a pair of nodes are designed into the system. This pa-
per addresses some of the challenges in disseminating
messages by exploiting all the available paths between
a pair of nodes.

In addition to the message overheads, routing pro-
tocols used in wired networks are not suitable for
emerging systems. Because the nodes are resource-
constrained, it is not desirable to maintain routing
tables. When there are multiple monitoring stations,
nodes must maintain a different routing table for each
monitoring station. Routing methods that are based
on shortest path algorithms select a single path from
a node to a sink. Because all the messages propagate
along this path, the nodes along this path handle more

{km50,ssastry}@uakron.edu

messages than the other nodes resulting in degraded
Quality of Service (QoS).

Contour guided dissemination [3] is a recent
method for multipath dissemination. A Contour is
the union of all the shortest paths between a pair of
nodes. We present the structure of contours in a reg-
ular mesh topology when each node has three neigh-
bors. In Section III we briefly review contour guided
dissemination. We then show that to benefit from
the multiple paths in a contour, it is not sufficient
to uniformly spread the messages among the avail-
able paths; surprisingly, nodes along one path in the
contour will always handle more messages than other
nodes. Optimal rules for spreading messages are pre-
sented. We present simulation results in Section VI
and conclusions in Section VII.

II. Background

The problem of disseminating messages in net-
worked embedded systems is challenging because of
the resource constraints at the node-level, limited
bandwidth, high bit-error rates and irregular prop-
agation of the wireless links [8], [16]. Because the
wireless medium has a relatively low bandwidth, it
is not desirable for every node to communicate with
every other node directly. The immense scale makes
it infeasible to associate a network address with each
node in a networked embedded system. Propagation
of messages between non-neighboring nodes, without
relying on unique network identifiers for each node,
is referred to as dissemination in the sensor network
literature [6], [9], [10]. The dissemination method we
describe in this paper is similar to a gradient dissemi-
nation scheme [1]; the cost metric is derived from the
structure of the contour we discuss in Section III.

Multipath routing has been the focus of a number
of investigations with fault tolerance, higher aggre-
gate bandwidth, and load balancing as some of the
motivating factors [13]. The QoS aspects of multipath
routing have been addressed in [4]. The split multi-
path routing protocol maintains maximally edge dis-
joint paths [11]. Braided multi-paths discussed in [5]
are useful when the routing is coupled with diagnostic
or prognostic methods to select alternative paths. In-
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stead of focusing on route discovery and maintenance,
our focus in this paper is on precisely characterizing
all the shortest multiple paths between a pair of nodes
in a mesh topology and exploiting these paths to im-
prove the QoS.

We consider mesh topologies that are obtained
by embedding a given set of nodes, N, on a 2D-
BaseGrid. Each location on 2D-BaseGrid is identified
by a unique ordered pair (i, j). The distance between
two consecutive locations on the grid, i.e., between
(i, j) and (i, j + 1) or between (i, j) and (i + 1, j), is
b.

An embedding function, Ξ, assigns a location on
2D-BaseGrid and a transmission range to each node,
ni ∈ N.

Ξ : ni ∈ N → (N × N × R). (1)

We assume that all nodes within the transmission
range of a source node reliably receive messages sent
by the node. Following [3], we use the notation Ξq to
represent an embedding function in which each node
has q neighbors. Different mesh topologies are ob-
tained by specifying different embedding functions.
Suppose that the nodes in N must be embedded along
R rows and C columns, starting at location (X,Y ).
Let Ξq denote the embedding in which each node,
n ∈ N, communicates directly with q neighbors. For
q = 4, the embedding function

Ξ4 : ni ∈ N → (X+(i−1) mod C, Y +⌊
i − 1

C
⌋, b) (2)

yields the mesh topology shown in Figure II, where
|N| = 16, X = Y = 1. Since the transmission range
for each node is b, it can only communicate with its
four immediate neighbors.

III. Structure of Contours in Ξ4

Consider a pair of nodes nq,r and ni,j in a Ξ4 em-
bedding 1 as shown in Figure 2. Any path from nq,r

towards ni,j that reduces the distance between the
nodes either along the x axis or the y axis in each
step is a shortest path. In this figure, all the nodes
that appear on a shortest path are shown in dark color
and the nodes in the contour shaded dark.

Definition 1: A contour is the union of all the
shortest paths between a pair of nodes.

1 We consistently use nq,r to represent the source and ni,j to
represent the sink in a contour.
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Fig. 1. Embedding for Ξ4

Fig. 2. An Example Contour - the union of all shortest
paths between a pair of nodes.

To characterize the structure of the contour, we
define the following quantities:

∆x(nq,r, ni,j) = |q − i| (3)

∆y(nq,r, ni,j) = |r − j| (4)

∆xy(nq,r, ni,j) = |∆x(nq,r, ni,j) − ∆y(nq,r, ni,j)| (5)

When the context is clear, we use ∆x, ∆y and ∆xy

without specifying the source and the sink. For ex-
ample, in Figure 2 ∆x = 7, ∆y = 3 and ∆xy = 4.
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A. Length of Shortest Paths

In the Ξ4 embedding, the length of the shortest
path, d, between two nodes nq,r and ni,j is

d = ∆x + ∆y (6)

For example, the length of the shortest path in the
contour shown in Figure 2 is ∆x + ∆y = 10. If nq,r

were located at (9, 5), then the length of the shortest
path is 12. From the well-known principle of opti-
mality [2], it is easily seen that a node, ns,t, is in the
contour of ni,j and nq,r if and only if

d(ni,j , ns,t) + d(ns,t, nq,r) = d(ni,j, nq,r). (7)

We now present results to characterize the contour
between two nodes nq,r and ni,j. To keep the no-

tation simple, we consider the case when q > i,
r > j and, whenever ∆xy > 0, q − i > r − j i.e.,

∆x > ∆y. All other cases can be handled in a

similar manner.

B. Contour Structure

We first note from Figure 2 that in the embedding
Ξ4, a node ns,t communicates with four of its neigh-
bors, but only two of these nodes, will lie along the
shortest path from ns,t to the sink satisfying the con-
dition in Equation (7). For the corner nodes only one
its four neighbors will satisfy the condition in Equa-
tion (7).

Lemma 1: In the Ξ4 embedding, the contour of
nq,r and ni,j will comprise a single shortest path iff
∆y = 0.

Proof: Given ∆y = 0, the length of the shortest
path is ∆x = q − i. When ∆y = 0, the path P =
< nq,j, nq−1,j · · ·ni+1,j, ni,j > is a shortest path and
all nodes that lie along P satisfy Equation (7). So
this is one shortest path. If there is an additional
shortest path then there should be some other node
which is a neighbor of the nodes on path P and which
also satisfies Equation (7). Any node ns,t in P has
only one neighbor it can communicate with ns−1,t,
which happens to be the node in the path P . There
are no other neighbors of any node on the path P
which satisfy the Equation 7. Hence, there is only
one shortest path if ∆y = 0.

Single shortest path in the contour means that a
node ns,t which is on the shortest path can commu-
nicate only to one of its four neighbors, if there were
more than one neighbor a node can communicate and
still be in accordance with Equation (7) then it would

result in more than one shortest path. So the corre-
sponding nodes could be ns−1,t or ns,t−1 as the path
length should decrease as we move along the shortest
path. But considering only the cases where ∆x > ∆y,
only the node ns−1,t is in the contour. This is valid
for any node on the shortest path we see that the
y-coordinate doesn’t change with the nodes there by
leading to ∆y = 0.

Lemma 2: In Ξ4, the contour of ni,j and nq,r com-
prises two edge disjoint shortest paths that are en-
closed by the nodes ni,j, ni,j+1, nq,r−1 and nq,r if and
only if ∆y = 1.

Proof: Given the nodes as stated, we can use the
distance criterion in Equation (7), to verify that node
ni,j+1 and node nq,r−1 are on two different shortest
paths from ni,j to nq,r. If they were on a single short-
est path then Equation (7) would not satsify. It now
suffices to note that node ni,j+2 and nq,r−2 do not sat-
isfy the distance criterion in Equation (7) and hence
these are the only two shortest paths possible. It is
sufficient to note that there are no neighbors for nodes
on these two shortest paths which are on any shortest
path following Equation (7).

Given two shortest paths between ni,j and nq,r, we
now show that the paths are enclosed by the four
nodes as stated. We know that a path from nq,r to
ni,j is a shortest path only if ∆x+∆y is reduced along
each step along the path. In the Ξ4 embedding, there
are only two neighbors of nq,r with a lower ∆x or ∆y

, namely nq−1,r and nq,r−1. nq+1,r and nq,r+1 does
not satisfy Equation (7). Using similar arguments
in the neighborhood of ni,j, we conclude that only
node ni,j+1 and ni+1,j can be on any shortest path
between ni,j and nq,r. The nodes ni+1,j and nq,r−1

are on a same shortest path similarly the other two
nodes ni,j+1 and nq−1,r are on a different shortest
path. We can see that there is only one neighbor each
for ni,j+1 and nq,r−1 which satisy Equation (7). There
by these two nodes act like the corner nodes bounding
the two shortest paths. Hence the four nodes enclose
the contour as stated.

Theorem 1: In Ξ4, the contour of ni,j and nq,r is a
rectangle bounded by the nodes ni,j, ni,j+∆y , nq,r−∆y

and nq,r for ∆xy > 0.

Proof: Mathematical Induction principle will be
used to prove this theorem. The theorem states that
corner nodes of the contour are depended on ∆y.For
∆y = 1 the corner nodes as stated by the theorem are
ni,j, ni,j+1, nq,r−1=j and nq,r which are same derived
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from lemma2. The theorem holds true for ∆y = 1.
Assume by induction hypothesis that the result is true
for ∆y = u and u ≤ ∆x. To prove that the result hold
true for ∆y = u + 1. The corner nodes of the contour
for ∆y = u are ni,j+u and nq,r−u.

Consider the contour which has source at nq,r+1

and sink at ni,j+u but j + ∆y = r. So the sink is at
ni,r, these nodes form a contour with ∆y = 1 so the
corresponding corner nodes for the contour from the
theorem are ni,r, ni,r+1, nq,r+1−1 and nq,r+1.

The above observation along with induction hy-
pothesis derive that the contour of ni,j and nq,r+1

is bounded by the nodes ni,j+(r+1−j) = ni,r+1 and
nq,r+1−(r+1−j) = nq,j which are the same as stated by
the theorem.

A similar characterization of the structure of con-
tours in the Ξ8 and Ξ3 embeddings are reported in [3].

Given the relative locations of the source and sink,
nq,r and ni,j, by the results in this section, the struc-
ture of the contour (e.g., location of corner nodes
which can be computed using ∆xy and ∆y) is known.
Thus, each node can compute its own location in the
contour and use the structure of the contour to de-
termine the number and location of its upstream and
downstream neighbors. In Section V, we show that
this location information is necessary to effectively ex-
ploit all the available shortest paths in a contour in
the Contour Guided Dissemination proposed in this
paper.

IV. Effects of Uniform Spreading

Uniform spreading is a straight forward strategy
to spread the messages in a contour. The source, and
each intermediate node along every path, will spread
successive messages in a round-robin fashion over the
available paths. For example, in Figure 3, the source,
nq,r, sends 100 messages to two of its neighbors which
are on the shortest paths. This neighbors spreads the
50 messages each over its two neighbors. These nodes
in turn send messages to their neighbors until all the
messages arrive at the sink, ni,j.

Definition 2: A row in a contour is a set of nodes
that are at the same distance (Equation (6)) from the
source.

There are 9 rows, excluding the source and the
sink, in the contour shown in Figure 3. The number
of nodes in every row increases by 1 from the num-
ber of nodes in its preceding row in Expansion the
same number of nodes in the Propagation and num-
ber of nodes decreases by 1 from its preceding row

Fig. 3. When all the nodes spread messages uniformly, one
of the paths in a Ξ4 contour will handle more messages.

in Contraction regions. Further, notice that even
though every node spreads the messages it handles
over all the available paths, many nodes closer to the
sink handle more messages than other nodes. In this
section, we characterize this phenomenon precisely.

Observation 1: Note that for any node ns,t in an
Ξ4 contour, its neighbors ns,t+1 or ns+1,t cannot be
on a shortest path from ns,t to ni,j.

Proof: The shortest path from a node ns,t to ni,j

in Ξ4 is of the length measured by ∆x + ∆y. So
every step along the shortest path towards the node
ni,j should reduce the length by 1 from ns,t which is
possible only by the nodes labelled ns−1,t and ns,t−1.
The distance measured from ns,t+1 or ns+1,t increases
by 1 from ns,t. Which doesn’t go with (Equation (6)).

When a message travels along a shortest path to
the sink, the distance to the sink reduces along each
step of the shortest path by one. In a contour, a node
ns,t may be able to send the messages it handles to at
most four of its neighbors, i.e., ns,t−1, ns,t+1, ns−1,t,
and ns+1,t.

A. Loading under Uniform Spreading in Ξ4

In the embedding Ξ4, notice from Figure 3 that
under uniform spreading, all the nodes ns,t in layers
1, 2, · · · ,∆y of the contour either send their messages
to the corresponding, unique, neighbor on the next
row or divide the messages they handle into two parts
and send each part along one of their two neighbors
that are closer to the sink. Thus, we can conclude
that the ratio of the messages handled by a node in
a row, to the smallest number of messages handled
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by another node in the same row, follow the binomial
coefficients2.

Lemma 3: Given a Ξ4 contour with
∆y(nq,r, ni,j) = 1, if nq,r sends M messages to
ni,j, nodes along one path handle M − 1 messages
after log2 M steps along the shortest path from nq,r

to ni,j.

Proof: For ∆y = 1 the contour will comprise of
only two layer shortest paths one with all the nodes
having ∆y = 0 and ∆y = 1. The length of the shortest
path is ∆x + ∆y = ∆x + 1, we can see that atmost we
can move ∆y steps in the vertical axis and ∆x steps in
the horizontal axis to reach the Sink from Source. A
node in the contour can only communicate with nodes
as seen in the 1. The messages that are handled by
nodes with ∆y = 1 half of them are sent to nodes
with ∆y = 0. We can easily see that this follows from
the binomial expansion and after log2 M steps of com-
munication the nodes on ∆y = 0 will handle M − 1
messages. Because the nodes with ∆y = 0 cannot
communicate further down and could only communi-
cate with nodes which decrease the corresponding ∆x

to satisfy (Equation (6)).

To show that uniform spreading results in loading
one path of the contour when ∆xy > 0, let us consider
subpaths in a contour labeled as shown in Figure 4.
All the nodes on Path-k have ∆y = k w.r.t. the sink,
ni,j.

Lemma 4: Under uniform spreading in a contour
in Ξ4, in every row, nodes along the subpath with
∆y = 0 w.r.t the sink, will always handle more mes-
sages than the nodes along other paths.

Proof: The length of the shortest path from source
nq,r to sink ni,j is ∆x + ∆y. Any node ns,t in the
contour on layer ∆y = k can communicate ∆y − k
steps in vertical direction after which it faces condi-
tion like it could communicate only with nodes which
have ∆y = 0 and communicating with nodes which
decrease only ∆x to satisfy (Equation (6)) and the
shortest path length.

By the communication patterns in the contour a
node in the some ∆y = k can communicate only with
nodes which are its neighbors and which have ∆y = k
or ∆y = k − 1 to satisfy (Equation (6). So any node
ns,t in the contour which communicates to its neigh-
bors will reach the line ∆y = 0 before ∆x = 0 as ∆y <
∆x. So the nodes with ∆y = 0 cannot communicate

2 This is true to the extent that the number of messages can
be equally divided among the nodes in a row.

along the lines which decrease ∆y so they communi-
cate along the nodes which have ∆x reducing . So all
the messages start reaching the nodes with ∆y = 0
there by making the nodes along ∆y = 0 handle more
messages than ∆y = k for k > 0.

We note that a node in a lower numbered subpath
(layer) cannot forward messages to a node in a higher
numbered path without increasing the length of the
shortest path.

Fig. 4. Layers in Ξ4.

V. Optimal Spreading

We use the structure of contours to derive rules
that ensure that the nodes in a given row of a con-
tour handle roughly the same number of messages.
When the traffic is spread using these rules, the ef-
fects of loading caused under uniform spreading are
mitigated.

Some nodes in the contour handle more messages
than the other nodes because of the structure of the
shortest paths. In particular, loading occurs because
nodes along certain paths can only send messages to
neighboring nodes that have lower ∆y values with re-
spect to the sink. Consider the contour shown in Fig-
ure 5. This view shows three regions that are called
Expansion, Propagation and Contraction regions. In
the expansion region, nodes spread the messages han-
dled over the available paths using rules presented in
this section. In the propagation region, nodes do not
spread messages; however, the messages are propa-
gated along one shortest path. In the contraction
region, nodes coalesce messages from multiple nodes
in the preceding rows. Loading occurs when nodes
in the propagation region spread the messages han-
dled instead of propagating the messages along one
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shortest path.

Fig. 5. Expansion, Propagation and Contraction Regions
in an Ξ3 Contour.

Let w be the number of nodes in some row of the
expansion region of a contour in Ξ3. The rules for
optimal spreading are based on the following label-
ing of the nodes in every row of a contour. The
nodes on both sides of the middle node are labeled as
1, 2, 3, · · · , ⌊w/2⌋. For example, Figure 6 illustrates
such a labeling for two rows in an expansion region
with w and w + 1 nodes. These labels can be easily
computed by each node after computing its own loca-
tion based on the structure of the contour presented
in Section III 3.

Fig. 6. Spreading in the Expansion Region

Notice that in the expansion region, the number
of nodes in the suceeding row remains the same in
alternating rows. To specify rules for optimal spread-

3
np represents the node that is labeled p as illustrated in

Figure 6. n
m
p represent the node that is labeled p in the m

th

row of the contour.

ing, we must consider two scenarios depending on the
parity of w:

Theorem 2: For Optimal dissemination in the ex-
pansion region of a contour in Ξ3,

1. When w is even,

(a) Node nm
p sends M

w × w+1−p
w+1 messages to the

node nm+1
p and M

w × p
w+1 messages to the node

nm+1
p+1 .

(b) The middle node, nm
w/2, sends M

w ×
w/2+1
w+1 messages to nm+1

⌊(w+1)/2⌋ and M
w × w/2

w+1 mes-

sages to the node nm+1
⌈(w+1)/2⌉.

2. When w is odd,

(a) Node nm
p sends M

w × w+1−p
w+1 messages to node

nm+1
p and M

w × p
w+1 messages to the node nm+1

p+1 .

(b) The middle node, nm
⌊w/2⌋+1, sends M

2w messages

to nm+1
⌊(w+1)/2⌋.

Proof: Given the number of messages to be trans-
mitted from source to sink is M . Accordingly if num-
ber of nodes in a row of contour are w then the ideal
number of messages to that each node should handle
is M

w .

The spreading rules stated in the theorem would
make sure that optimal number of messages are han-
dled by every node in row of contour. Proving the
above rules by Mathematical Induction. Lets first
analyse the Odd to Even transition i.e., when w is
odd. When w=1, then the node it self is the middle
node and the next row has width w + 1=2 which is
even and both of them will be middle nodes for the
corresponding row and the labels would be 1 and 1 for
each and accordingly from the theorem the number
of messages transmitted from middle node to nodes
is next row is M

2w which is M
2 equivalent to the num-

ber of messages that should be ideally handled by row
with width w + 1=2. So the case of w=1 is true.

Verifying the integrity of the rules for w=3, this
time we have a single middle node and two other
nodes in the row. The next row will have w + 1=4
nodes with two middle nodes and they are labelled 2
and 2 and other nodes as 1 and 1 this follows from the
labelling strategy we followed described earlier. Con-
sider the corner node of the preceding row its lebelled
1 and it had its source of messages only from node
labelled 1 in the previous row. So applying the tran-
sition nm

p to nm+1
p we have the number of messages

to be M
3 × 3+1−1

3+1 = M
4 which the ideal number of

messages to be handled by nodes in the row of width
4.

The node labelled 2 in the preceding row will get its
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input messages from nodes labelled 1 and the middle
node in the previous row. so the transition nm

p to

nm+1
p+1 then it contributes for M

3 × 1
4 = M

12 and the

middle node transmits about M
2∗3 = M

6 so the total
number of messages turn out to be M

6 + M
12 = M

4
which again is the ideal number of messages to be
handled by the nodes in a row of width 4. Similar is
the case for the other two symmetrical node on other
side of middle node.

Hypothesis : Let the above rules be valid for some
w which is odd and each node in the corresponding
row will handle M

w number of messages. We have
⌊w

2 ⌋ number of nodes on either side of the middle
node. Consider the corner node lebelled 1 in the next
row, this node has only one input source from the
node labelled 1 in the previous row. Certainly the
ideal number of messages to be handled by that node
is M

w+1 , which is same as replacing p with 1 in the

transition nm
p to nm+1

p . So all the corner nodes of the
row follow this rule. Now consider any other node
which is not a corner node and not middle node

so nm+1
p+1 will get its messages from nm

p and nm
p+1

so applying the spread rules for these trnasitions and
summing them up then numbber of messages handled
by nm+1

p+1 will be M
w × i

w+1 + M
w × (w+1)−(i+1)

w+1 = M
w+1

Which is ideal number of messages to be handled
by nodes in a row of width w + 1. The last remain-
ing nodes are those which receive their share of mes-
sages from the middle node, node labelled ⌊w+1

2 ⌋ is
one such node. The source for this node messages is
middle node and ⌊w

2 ⌋ node which is equal to M
2w +

M
w ×

w+1−⌊w
2
⌋

w+1 solving which will give us M
w+1 which

is the ideal number of messages for nodes in a row of
width w + 1.

Same is the argument for the nodes on other side of
the middle node. Similar arguments can be applied
to the row transition form Even number of nodes to
Odd number of Nodes.

A proof based on mathematical induction is pre-
sented in [12]. It is easy to see that if the number
of messages handled by the nodes in a row at the
beginning of the propagation region are roughly the
same, this number will not change since the nodes do
not spread messages. The proof for the rules in the
contraction region also follow from induction.

VI. Results

To evaluate the QoS achieved by CGD in a 4-
Neighbor and 6-Neighbor mesh topologies, we used a
discrete event simulation that was designed and im-

plemented in the OMNet++ framework [15].

A. QoS Metrics

In each simulation run, we counted the number of
messages handled by each node. For each message,
the time at which it was sent from the source and the
time at which it arrived at the sink were recorded.
The difference between these two times is the end-
to-end latency for the message. We computed the
average latency over all the messages received at the
sink. In addition, we computed the Jitter, which was
defined as the standard deviation of the end-to-end
latencies. Message Loss rate was computed as the
ratio of the number of messages that were not re-
ceived at the sink to the number of messages that
were sent from the source. To evaluate the effects
of congestion on the performance, we considered the
number of messages lost in a node due to buffer over-
flow. Finally, to evaluate the scalability of CGD, we
used throughput, which was defined as the number
of messages arriving at the sink per unit time, as a
metric.

B. Simulation Approach

The multihop, multipath, propagation of messages
from the source to the sink was modeled as a multi-
stage queuing network [14]. The service time of each
queue, was exponentially distributed with a mean
time of 25 ms. This time represents the time required
to propagate a message from the preceding node, the
time required to receive a message in the node, and
the time required to forward the message towards the
sink. Using the channel modeling capability in OM-
Net++, the data rate (bandwidth) was set to 38.4
Kbps. Propagation delay and bit error rates were as-
sumed to be zero, which are the default values in OM-
Net++. All the links between every pair of nodes the
wireless mesh topology used the same channel model.
We designed a simple message generator to serve as
the source. The inter-arrival time of the messages at
the source was exponentially distributed with a mean
time of 15 ms.

To ensure that the simulations reflected real-world
constraints on propagation and topology, we weak-
ened the regular topologies considered for the analysis
by varying the probability of success for each link in
the contour between 0 (failure) and 1 (success). Be-
fore sending a message to a node on the downstream
row in the contour, a random number was drawn from
a uniform distribution; the message was sent only if
this random number was larger than the link failure
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threshold.

We used the QoS metrics described, as a basis to
compare the performance of CGD with the perfor-
mance achieved using single shortest path (Unipath),
which is typically used in traditional distance vector
routing schemes and the shortest path tree that was
computed based on the structure of all the shortest
paths. This shortest path was pre-computed.Because
of the transient nature of link failures, we did not
make any changes to the shortest path to account for
link failures. This comparison was used as a water-
mark for acceptable performance.

The results reported here are based on a scenario in
which the source sends 5000 messages, each 36 bytes
long. To study the effects of queueing delays, we con-
sidered a Ξ4 and Ξ6 embedding with ∆xy = 0, 2, 4,
and 8. The number of messages was varied between
5 and 50,000. The time between generating messages
at the source, and the time for servicing a message at
a node, was varied between 2 and 80 milliseconds.

C. Performance of CGD

4 Figure C shows a histogram of the number of
messages handled in each node of a contour under
optimal spreading in Ξ4 and Figure C shows the uni-
form spreading. Notice that all the nodes in the same
row of a contour handle roughly the same number of
messages when CGD is used under optimal spread-
ing. Figure 9 and figure 10 shows that the latency
achieved by CGD under optimal spreading is better
than the latency achieved in the other methods. Fig-
ure C and Figure C shows the throughput achieved
by CGD which is better than uniform and other
spreads.Strategy is to have better throughput and la-
tency and these can be seen in the CGD with optimal
spreading strategy compared to other spreads.

C.1 Effects of Link Failures

To investigate the performance of CGD under link
failures, we varied the probability of link failure for
the simulation scenario described above between 0
(no loss) to 1 (all messages lost). Each link in the
multihop network was assumed to fail independently
with equal probability.

Notice in Figure 13 and Figure 14 that although the
throughput is high when for optimal spread compared
to other spreads, the throughput in all the cases drops
to zero when the link loss rate is about 20%. This

4 Unless mentioned all the re sults are for Ξ4
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Fig. 7. All the nodes in a row handle roughly the same
number of messages in CGD under optimal spreading.
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Fig. 8. Uniform Spreading will result in loading a path in
set of all shortest paths.

performance is unlike the robust performance noted
in the cases when each neighbor has 8 neighbors [3].

C.2 Scalability

Because of the large difference in performance be-
tween the shortest path and CGD, we constructed an
shortest paths tree to exploit the regular topology.
Such a shortest path tree, i.e., an ideal shortest paths
tree, may be difficult to compute for a general topol-
ogy — however, we used this tree as a benchmark
to compare the performance of CGD under optimal
spreading. For the simulations based on the short-
est paths tree, we eliminated the first hop from the
simulation and all the messages from the source were
initially distributed to the two immediate neighbors.

To investigate the scalability of CGD, we exam-
ined how QoS changes because of queuing effects. We
increased the service time at each node and as well
varied the message generation time at the source. To
see the effect of messages on the contours we var-
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Fig. 9. Latency of CGD under optimal spreading com-
pared to the Latency achieved using Unipath, CGD under
uniform spreading, and Shortest Path Tree in Ξ4.
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Fig. 10. Latency of CGD under optimal spreading com-
pared to the Latency achieved using Unipath, CGD under
uniform spreading, and Shortest Path Tree in Ξ6.

ied the number of messages in the network from 5 to
50000 which are sent from the source. Because jitter
followed the trend of latency, we do not show these re-
sults here. The throughput achieved when the system
scales is presented.

Figure C.2 shows the effect of slowing down the rate
at which messages are serviced in each queue in Ξ4.
Because the rate at which messages are injected at
the source does not change, this slow down causes the
queues in the intermediate nodes to build up thereby
decreasing the rate at which messages reach the sink
and a fall in throughput.

Figure C.2 shows the average latency of optimal
CGD when the number of messages sent by the source
is increased from 5, to 50, to 500, to 5,000 and 50,000.
It can be noticed, once again that average latency will
be less when the number of shortest paths are more.

Figure C.2 shows the average latency of optimal
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Fig. 11. Throughput achieved using CGD under opti-
mal spreading compared to the Throughput achieved us-
ing Unipath, CGD under uniform spreading, and Shortest
Path Tree in Ξ4.
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Fig. 12. Throughput achieved using CGD under opti-
mal spreading compared to the Throughput achieved us-
ing Unipath, CGD under uniform spreading, and Shortest
Path Tree in Ξ6.

CGD when the generation time at the source is varied
from 2 to 80 ms and notice that the latency of the
optimal spreading to be better than other spreads.

D. Summary and Discussion

The preceding results demonstrate that despite the
availability of multiple shortest paths between a pair
of nodes, these paths cannot be exploited using a
straightforward strategy such as uniform spreading.
While the results in Figure C and Figure C show
that uniform spreading performs better than meth-
ods based on Unipath, these figures also show that
CGD under optimal spreading effectively exploits all
the available shortest paths.

Figure C shows that the nodes in the same row of a
contour handle roughly the same number of messages
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Fig. 13. Throughput of CGD under optimal spreading in
in Ξ4 .
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Fig. 14. Throughput of CGD under optimal spreading in
in Ξ6.

when using CGD under optimal spreading.
The scalability results confirm that CGD under op-

timal spreading achieves QoS that can be achieved
with a (ideal) shortest paths tree even when the num-
ber of nodes, number of messages, or the service time
of each nodes increase.

VII. Conclusions

Many future engineered systems that are based
on peer-to-peer connected, mesh topologies, are likely
to have multiple paths between a pair of nodes. We
defined a contour as the union of all shortest-paths
between a pair of nodes. Using a regular topology,
we proved that when the messages are spread uni-
formly over the paths in a contour, nodes along one
path handle more messages than other messages. We
presented an optimal strategy for spreading messages
in such systems and results to demonstrate effective-
ness of the spreading strategy. The results of this
work suggest that dissemination in mesh connected
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Fig. 15. Throughput variation as messages are processed
more slowly - decreasing throughput.
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Fig. 16. Latency variation as number of messages changes.

topologies, with general structure, can be addressed
by having some nodes spread the messages and other
nodes select one of the available paths without fur-
ther spreading. Identifying the extent of loading and
nodes that do and do not spread the messages are
interesting problems for future investigations.
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Abstract

Sensor nodes have been used for some time to incorpo-
rate desired function in any functional unit. For example,
sensor is used in a remote control, garage door opener, toys,
etc., so that the garage door opener can open the door, the
toy can move, and so on. The application of sensor nodes
has recently become widespread and they are used in nearly
every functional unit for performing simple to highly com-
plex tasks. Such uses have given rise to sensor networks
which could be mobile or wireless or wired and could be
quite massive containing thousands of sensors. In order to
perform the desired set of functions the nodes of the network
must be managed efficiently. This management includes
identifying dead sensors, reprogramming a set of sensors,
searching faulty sensors, changing old sensors with new
sensors, and so on. One of the issues here then to quickly
find the desired set of sensors, which could be geographi-
cally dispersed, as quickly and accurately as possible. In
this paper we introduce this issue and propose to use graph
mining techniques for tracking the health and state of a sen-
sor network.

1 Introduction

A sensor is a programmable, low-cost, low-power, multi-
functional device and usually has a much shorter working
life span [1]. Essentially it is highly suitable for working
as a node of distributed peer-to-peer or client server archi-
tecture. A sensor node can be programmed to capture and
validate the data of its environment, to perform some oper-

ation and dispatch the result to other nodes. In addition, it
can also receive data from other nodes and can be queried by
any peer or client of the network. For example, in a sensor
network a set of sensors could be programmed to measures
temperature of its surrounding. It will continue to perform
this measurement unless it is reprogrammed, which can be
done remotely also. Thus, the attributes and functionality
of a sensor node give it a unique semantics. As a result,
the nodes of a sensor network can be subjected to the set
of operations applicable to a set of data objects. We can,
therefore, define a set of sensor nodes as a sensor database
(not database of sensors) with embedded semantics. Under
this model a database technology approach can be applied
to query the sensor database for finding efficiently and re-
liably a desired set of sensors or discovering or creating a
pattern necessary for managing the massive sensor network.
Thus a query such as “Find the geographical location of a
set of sensors which require to be reprogrammed to monitor
the emission of methane gas at a dump site” or “Find set of
sensors which may fail in the next week” or ”What set of
sensors malfunctioned during 10:00AM to 4:00PM”, etc.,
can be answered. In this paper we propose a scheme which
uses graph mining approach for getting useful information.

2 Sensor Network Architecture

Today sensors are deployed at various places (build-
ings, malls, factories, high rise building, banks, etc.) of a
city for continuous monitoring of events to manage secu-
rity [4, 10, 12]. We define a sensor node as a triple<unique
function, unique property, unique ID>. This triple assigns a
unique semantics to a sensor node which allows us to treat



a sensor node as a data item of a database, to visualize a
sensor network of any size and type (wired or wireless) as
a database where data objects are sensors and change their
states similar to the state change a data item goes through.
This state change includes sensor node failure, sensor in-
consistency (malfunctioning of a sensor), sensor manipula-
tion (reprogramming, changing role, etc.). We identify our
sensor network as “Sensorbase”.

Definition 1 Sensorbase (S) is a countably infinite set of
uniquely programmed network of sensor nodes of all capa-
bility. Thus,S = {s1, s2, · · ·, sn} wheresi (i = 1, 2, · · ·, n)
are programmed sensor nodes andsi andsj (i 6= j) may or
may not be connected.

A S-node


Wireless


Wired


Figure 1. A massive Sensorbase.

Nodes ofS captures data of its environment and dis-
patches it to other nodes through routers [2, 3, 6, 7, 8, 9, 11].
Figure 1 illustrates our Sensorbase which includes station-
ary and mobile sensor nodes.

Definition 2 A sensor node may be mobile or stationary
processing unit which is a pair<C, A>; whereC is a set
of its processing and communication capabilities and set of
attributesA = {a1, a2, ·, an}; whereai is a property set
such as size, location of deployment, type, etc.

We assume all types of sensors and each collect data
about the environment it is deployed and they can go
through states such as dormant (not working but alive), ac-
tive, suspended, mobile, and so on. Our Sensorbase can be
represented as a connected graph.

Definition 3 A Sensorbase is a dynamically connected
graph where connection between any pair of nodes can be
broken and a new connection can be established anytime.

In this platform we intend to mine knowledge about
present and future states of a set of sensors. This requires
searching the sensor network. One can argue that to perform
this kind of search each sensor can be fitted with some no-
tification device to announce its coordinates. This approach
may work but it has a number of problems and we list a few:

1. A dead S-node cannot announce its location.

2. If every node announces its location, then this is likely
to create congestion.

3. The available channels cannot support such communi-
cation traffic.

4. Identification of one or set of nodes for listening to
these announcements.

5. Optimal announcement frequency.

Note that such announcements may not always be re-
quired. These problems motivated us to exploit the power
of graph mining to discover the answer. We seek a need-
based mining in Sensorbase to manage it efficiently and to
trace an individual sensor for monitoring its functionality,
repairing dead sensors, reprogramming a set of sensors, and
so on.

3 Our Solution Approach

We treat a sensor node of our Sensorbase as a data item.
Data in different domains can be modeled as graphs. For
example, computer networks, structure of molecules, bio-
logical networks, and social networks have a graph struc-
ture. Data mining, the process of extracting useful informa-
tion from large data sets, has been applied to graphs (e.g,
gSpan [20], GraphMiner [21]). A key operation is to ex-
tract frequent subgraph patterns from a large database of
graphs or from a large graph. Recent work by Borgwardt
et.al. [22] has studied the mining of dynamic graphs, i.e.,
graphs change over time. Edges can be added and deleted
from the graphs over time.

Sensorbase can be modeled as a dynamic, time-varying
graph where the edge connectivity is transient. An edge
between sensors A and B exists during a time window∆t
if A and B communicate during∆t. Over time, sensors
communicate with each other yielding a dynamic graph. We
believe that mining such a dynamic graph will provide us
useful knowledge about the health of the sensor network.
In addition, we can leverage existing algorithmic solutions
for mining purposes.

We believe certain communication patterns in a sensor
network can provide us insight about the state and health
of the sensor network. For example, a frequent commu-
nication pattern can tell us which sensors are heavily used.
This may imply that these sensors may need to be recharged
more often. A sensor node with high degree may indicate
a potential single-point of failure. This may call for re-
programming of the sensors to reduce high node degrees.
In addition, an unusual/infrequent pattern may indicate an
anomalous behavior in the network. New patterns can



emerge and can help us understand the changes to the sen-
sor network. Correlated patterns can help identify depen-
dent sensors though they may not communicate with each
other directly. This can help in understanding and localizing
erroneous behaviors in the sensor network.

4 System Design and Implementation

A S-node

Wireless


Wired


Coordinator


Figure 2. Structure of a Micro-sensornet.

A major challenge is to collect the state of sensors peri-
odically in an efficient and scalable way. In our approach,
each node of our Sensorbase generates its own application
log which contains the status of the sensor. For example, in
addition to operations on data (collection, aggregating, etc.)
the sensor records its communication history, channel use,
inactive time, sensor id, geographical location, and so on.
These logs are collected, merged and preprocessed before
invoking graph mining procedures for identifying desired
patterns.

We structure our Sensorbase usingMicro-sensornet,
which is a small network of a set of sensors. Thus, a Sen-
sorbase is a set ofMicro-sensornets. A Micro-sensornetis
created with sensor nodes which perform similar activities
or which collect the same type of information (Figure 2).
For example, sensors which measure temperature, moisture
or pressure, etc., will be a part of aMicro-sensornet. Each
Micro-sensornethas a “sink” node which serves as theCo-
ordinator for all the member sensor nodes of its set. The
Coordinatorcollects application logs of its members, refor-
mats it, unifies them and includes its own log and sends it
to a “server node” (Section 4.1) that performs graph mining.
In addition to dispatching the log to theCoordinatorperiod-
ically, when an event occurs, each sensor may send a control
message when its status in the network changes. For exam-
ple, a node may wish to leave theMicro-sensornetor may
wish to stop collecting data, etc., then it sends a control mes-
sage to itsCoordinator. The size of aMicro-sensornetis
decided by the number of participants and the communica-
tion in the network is established throughMicro-sensornets.
Figure 2 illustrates the structure of aMicro-sensornet. The
participants are not visible outside of aMicro-sensornet.

4.1 Collecting Application Logs and Per-
forming Graph Mining

Since sensor nodes are restricted by their computing ca-
pacity and communication power, any data-intensive min-
ing task should be performed outside the Sensorbase. We
introduce aserver nodethat collects application logs from
theCoordinatorsof all or a subset ofMicro-sensortnets.

We propose two approaches for collecting logs from
Micro-sensornetsbased on which either centralized graph
mining or distributed graph mining will be applied. Each of
these approaches use the services ofMicro-sensornet.

Wireless
 Wired


Server


Micro-sensornet


Micro-sensornet


Micro-sensornet


Micro-sensornet


Micro-sensornet


Figure 3. A centralized server approach for
collecting logs and performing graph mining

Centralized Server Approach: Each Coordinator dis-
patches its collected log to the same server node as shown in
Figure 3. The server merges the logs from differentCoor-
dinatorsand constructs a graph for the time window spec-
ified in the logs. The server may need to detect and re-
move redundant information from these logs. The server
executes graph mining algorithm to discover interesting pat-
terns/trends. The results can be presented to a human ad-
ministrator to take corrective actions. A centralized ap-
proach is simpler by design. However, it can suffer from
scalability problems.

Distributed Server Approach: To make the log collec-
tion and mining process scalable, we propose a distributed
server architecture, which consists of a set of server nodes
that collect logs and perform mining. AMicro-sensornet
sends its log to a server based on membership, availability,
bandwidth, and distance (for wireless communication). The
group of servers together run a distributed mining algorithm
to discover interesting patterns/trends. The servers organize
themselves in an overlay network and collectively maintain
the dynamic graph for the entire Sensorbase.
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Figure 4. Graph mining result

It would be necessary to reformat the raw data (appli-
cation log) for the mining routine. In distributed approach
there is no central repository, so a “virtual” log unification
would be necessary. We propose to use the services ofmo-
bile agents for this unification. Under this approach each
Micro-sensornetwill have a mobile agent which receives
application log from each participants, filters it, and per-
forms aggregation (union with other reformatted log). The
mining routine also has a set of mobile agents which are
shipped to coordinators where they examine the formatted
data and perform partial mining. When the desired pat-
tern is discovered from a subset of coordinators, they are
combined together to get the final result. Figure 4 sketches
our mining approach. The final mined pattern is a subset
of Micro-sensornetslogs. For example, to mine the pat-
tern for Find the geographical location of a set of sensors
which require to be reprogrammed to monitor the emission
of methane gas at a dump sitethe mining routine agents
will discover, communicate, and visit only those coordina-
tors which are responsible for collecting this data.

5 Conclusions and Future Work

We have presented the basic framework of a system for
managing large sensor networks by applying graph mining
techniques. A Sensorbase consists of a number ofMicro-
sensornetseach consisting of several sensors performing
similar tasks. A Sensorbase can be modeled as a dynamic,
time-varying graph where the edge connectivity (based on
communication between two sensors) is transient. By col-
lecting and analyzing logs from coordinators, the state of
the graph is maintained by one server or a group of servers.
By mining the communication patterns of the Sensorbase,
we believe that insightful knowledge about its health and
state can be obtained. In this paper, we only present the
basic design of our system. We understand that there are
many challenges to address. As part of future work, we will
develop the mining routine and build a prototype system to
demonstrate the utility and feasibility of our proposed ap-
proach.
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Abstract—The key emphasis of the United States Cyberspace 

operations is to protect the Critical Infrastructure Protection 

(CIP). CIP is a national program to assure the security of 

vulnerable and interconnected infrastructures of the United 

States. This recognizes certain parts of the national 

infrastructure as critical to the national and economic security of 

the United States and the well-being of its citizenry.  The national 

infrastructure components are physical and virtual systems that 

are so vital to the United States that the incapacity or destruction 

of such systems and assets would have debilitating impact on 

security, national economic security, national public health or 

safety. The CIP classifies the infrastructure into sectors. The 

defined sectors are Banking and finance, Transportation, Power, 

Information and Communications, Federal and municipal 

services, Emergency services, Fire departments, Law 

enforcement agencies, Public works, Agriculture and food, and 

National monuments and icons.  

Critical Infrastructure Protection is therefore a nationwide 

program, with government operating in partnership with private 

industry. The program includes a national structure and a 

National Infrastructure Assurance Plan.  

IBM recently developed a new academic discipline called SSME 

(Services sciences, Management and Engineering). SSME hopes 

to bring together ongoing work in computer science, operations 

research, industrial engineering, business strategy, management 

sciences, social and cognitive sciences, and legal sciences to 

develop the skills required in a services-led economy.   

This presentation discusses how IBM’s SSME can be useful in 

cyberspace operations such as protecting Critical Infrastructure 

of the country. Our National Strategy for the CIP involved two 

components. The first component of the National Strategy is to 

develop initiatives to satisfy the cross-sector security priorities. 

The second component of the National Strategy involves 

addressing issues that relate to unique protection areas. The 

paper sheds light on IBM’s vision of SSME and its impact in 

developing these initiatives especially cross-sector security 

priorities to protect the critical infrastructure sectors and the vital 

services they provide to the country. 

 
Index Terms—Critical Infrastructure Protection (CIP), 

Systems Science, Management and Engineering (SSME), 

Information Sharing Access Centers (ISAC), Mathematical 

modeling, Service systems, Sectors, National Strategy, Cross-

sector Security priorities 
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I. CRITICAL INFRASTRUCTURE PROTECTION OVERVIEW 

umerous officials within the public and private sectors of 

the United States have been actively promoting and 

applying critical infrastructure protection (CIP). The 

urgent call for the protection of critical infrastructures began 

on 11 September 2001, when leaders of government and 

industry as well as millions of private citizens were awakened 

from their slumber of national safety and security.  

Homeland Security Presidential Directive – 7 (HSPD-7) 

issued in December 2003 established the policy of the United 

States to enhance the protection of national critical 

infrastructures against terrorist acts that would significantly 

diminish the responsibility of federal, state, and local 

governments to perform essential security missions and to 

ensure the general public health and safety. The USA 

PARTRIOT Act of 2001 defines critical infrastructures as 

"those physical and cyber-based systems so vital to the 

operations of the United States that their incapacity or 

destruction would have a debilitating impact on national 

defense, economic security, or public safety." More 

specifically, critical infrastructures are those people, things, or 

systems that must be intact and operational in order to make 

daily living and working possible. 

The term "critical infrastructure protection" (CIP) pertains to 

the proactive activities for protecting critical infrastructures: 

the people, physical assets, and communication/cyber systems 

that are indispensably necessary for national security, 

economic stability, and public safety. CIP methods and 

resources deter or mitigate attacks against critical 

infrastructures caused by people, by nature, and by HazMat 

accidents. Plainly stated, CIP is about protecting those 

invaluable assets that make life, liberty, and the pursuit of 

happiness a national reality. 

Community leaders, including those of emergency first 

responders, have the responsibility to decide which 

infrastructures must be protected from all hazards. Scarce 

resources (i.e., time, money, personnel, and material) make 

these decisions somewhat complicated. The government 

recommends the implementation of the CIP process. 

The CIP process is an analytical model or template to guide 

the systematic protection of critical infrastructures. More 

basically, it is a reliable decision sequence that assists leaders 
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in ultimately determining exactly what really needs protection 

as well as when the protection should be activated. As a time-

efficient and resource-restrained practice, the process ensures 

the protection of only those infrastructures upon which 

survivability, continuity of operations, and mission success 

depend. The process consists of the following steps: 

 Identifying critical infrastructures essential for mission 

accomplishment.  

 Determining the threats against those infrastructures.  

 Analyzing the vulnerabilities of threatened 

infrastructures.  

 Assessing the risks of the degradation or loss of a 

critical infrastructure.  

 Applying countermeasures where risk is unacceptable.  

 

When applied by the emergency services, CIP is not a 

product; it is a process to secure the effective protection of 

mission critical people and systems. While it may be 

impossible to prevent all attacks against critical 

infrastructures, CIP can reduce the chances of future attacks, 

make it more difficult for attacks to succeed, and mitigate the 

outcomes in the event they do occur. Thus, among all the 

important procedures or things involved in emergency 

preparedness, CIP is possibly the most essential component.  

 

II. SECTOR DESCRIPTION 

The following are the sectors that comprise of the above 

national infrastructure: 

Agriculture and food 

Provides for the fundamental need for food. The infrastructure 

includes supply chains for feed and crop production. Carries 

out the post harvesting of the food supply, including 

processing and retail sales. Managed by Departments of 

Agriculture, and Health and Human Services, Food and Drug 

Administration.  

Defense and Industrial Base 

Supplies the military with the means to protect the nation by 

producing weapons, aircraft, and ships and providing essential 

services, including information technology and supply and 

maintenance. Managed by Department of Defense. 

Energy 

Provides the electric power used by all sectors and the 

refining, storage, and distribution of oil and gas. The sector is 

divided into electricity and oil and natural gas. Managed by 

Department of Energy. 

Public Health and health care 

Mitigates the risk of disasters and attacks and also provides 

recovery assistance if an attack occurs. The sector consists of 

health departments, clinics, and hospitals. Managed by 

Department of Health and Human Services.  

National Monuments and icons 

Memorializes or represents monuments, physical structures, 

objects, or geographical sites that are widely recognized to 

represent the nation’s heritage, traditions, or values, or widely 

recognized to represent important national cultural, religious, 

historical, or political significance. Managed by Department 

of the Interior. 

 

Figure 1   Comprehensive view of National Infrastructure 

 

Drinking water and water treatment systems 

Provides sources of safe drinking water from more than 

53,000 community water systems and properly treated 

wastewater from more than 16,000 publicly owned treatment 

works. Managed by Environmental Protection Agency. 

Chemical 

Transforms natural raw materials into commonly used 

products benefiting society’s health, safety, and productivity. 

The chemical sector produces more than 70,000 products that 

are essential to automobiles, pharmaceuticals, food supply, 

electronics, water treatment, health, construction, and other 

necessities. Managed by Office of Infrastructure Protection. 

Commercial Facilities 



 

 

Includes prominent commercial centers, office buildings, 

sports stadiums, theme parks, and other sites where large 

numbers of people congregate to pursue business activities, 

conduct personal commercial transactions, or enjoy 

recreational pastimes. Managed by Office of Infrastructure 

Protection. 

Dams 

Manages water retention structures, including levees, more 

than 77,000 conventional dams, navigation locks, canals 

(excluding channels), and similar structures, including larger 

and nationally symbolic dams that are major components of 

other critical infrastructures that provide electricity and water. 

Managed by Office of Infrastructure Protection. 

Emergency Services 

Saves lives and property from accidents and disaster. This 

sector includes fire, rescue, emergency medical services, and 

law enforcement organizations. Managed by Office of 

Infrastructure Protection. 

Nuclear reactors, materials and waste 

Provides nuclear power, which accounts for approximately 20 

percent of the nation’s electrical generating capacity. The 

sector includes commercial nuclear reactors and non-power 

nuclear reactors used for research, testing, and training; 

nuclear materials used in medical, industrial, and academic 

settings; nuclear fuel fabrication facilities; the 

decommissioning of reactors; and the transportation, storage, 

and disposal of nuclear materials and waste. Managed by 

Office of Infrastructure Protection. 

Information Technologies 

Produces information technology and includes hardware 

manufacturers, software developers, and service providers, as 

well as the Internet as a key resource. Managed by Office of 

Cyber Security and Communications. 

Communications 

Provides wired, wireless, and satellite communications to 

meet the needs of businesses and governments. Managed by 

Office of Cyber Security and Communications. 

Postal and shipping 

Delivers private and commercial letters, packages, and bulk 

assets. The U.S. Postal Service and other carriers provide the 

services of this sector. Managed by Transportation Security 

Administration. 

Transportation systems 

Enables movement of people and assets that are vital to our 

economy, mobility, and security with the use of aviation, 

ships, rail, pipelines, highways, trucks, buses, and mass 

transit. Managed by Transportation Security Administration 

and U.S. Coast Guard. 

Government Facilities 

Ensures continuity of functions for facilities owned and leased 

by the government, including all federal, state, territorial, 

local, and tribal government facilities located in the United 

States and abroad. Managed by Immigration and Customs 

Enforcement, Federal Protective Service. 

II  NATIONAL STRATEGY FOR CIP 

A.  Cross-sector Security priorities 

This strategy identifies major cross sector initiatives in the 

following areas: 

1. Planning and Resource Allocation 

 Create collaborative mechanisms for government-

industry critical infrastructure and key asset 

protection planning 

 Identify key protection priorities and develop 

appropriate supporting mechanisms for these 

priorities; 

 Foster increased sharing of risk-management 

expertise between the public and private sectors; 

 Identify options for incentives for private 

organizations that proactively implement enhanced 

security measures; 

 Coordinate and consolidate federal and state 

protection plans; 

 Establish a task force to review legal impediments 

to reconstitution and recovery in the aftermath of 

an attack against a critical infrastructure or key 

asset; 

 Develop an integrated critical infrastructure and 

key asset geospatial database; and 

 Conduct critical infrastructure protection planning 

with our international partners. 

2. Information Sharing and Indications and Warnings 

 Define protection-related information sharing 

requirements and establish effective, efficient 

information sharing processes; 

 Implement the statutory authorities and powers of 

the Homeland Security Act of 2002 to protects 

security and proprietary information regarded as 

sensitive by the private sector; 

 Promote the development and operation of critical 

sector Information Sharing Analysis Centers; 

 Improve processes for domestic threat data 

collection, analysis, and dissemination to state and 

local government and private industry; Support the 

development of interoperable secure 

communications systems for state and local 



 

 

governments and designated private sector entities; 

and Complete implementation of the Homeland 

Security Advisory System. 

3. Personal Surety, Building Human Capital and 

Awareness 

 Coordinate the development of national standards 

for personnel surety; 

 Develop a certification program for background 

screening companies; 

 Explore establishment of a certification regime or 

model security training program for private security 

officers; 

 Identify requirements and develop programs to 

protect critical personnel; 

 Facilitate the sharing of public- and private-sector 

protection expertise; and 

 Develop and implement a national awareness 

program for critical infrastructure and key asset 

protection. 

4. Technology, and Research and Development 

 Coordinate public- and private-sector security 

research and development activities; 

 Coordinate interoperability standards to ensure 

compatibility of communications systems; 

 Explore methods to authenticate and verify 

personnel identity; and 

 Improve technical surveillance, monitoring and 

detection capabilities. 

5. Modelling, Simulation and Analysis 

 Enable the integration of modeling, simulation, and 

analysis into national infrastructure and asset 

protection planning and decision support activities; 

 Develop economic models of near- and long-term 

effects of terrorist attacks; 

 Develop critical node/chokepoint and 

interdependency analysis capabilities; 

 Model interdependencies across sectors with 

respect to conflicts between sector alert and 

warning procedures and actions; 

 Conduct integrated risk modeling of cyber and 

physical threats, vulnerabilities, and consequences; 

 Develop models to improve information 

integration. 

 

B.  Unique Protection areas 

The strategy gives guidelines to develop actions to address the 

unique issues in the protection of critical infrastructure related 

to individual sectors. They are categorized as below: 

1. Securing Critical Infrastructure Sectors 

2. Protecting Key assets 

II  IBM’S SSME 

The concept of Services Sciences, Management and 

Engineering (SSME) stepped into the limelight when IBM’s 

CEO and chairman, Samuel Palmisano, published an article in 

the U.S. Council on Competitiveness journal Innovate 

America, in which he called for promoting research into 

“service science.” SSME embodies this, as it is the fusion of 

the pre-existing fields of computer science, operations 

research, industrial engineering, mathematics, management 

sciences, decision-making theory, social and cognitive 

sciences, and legal sciences. 

SSME also contributes to systematic innovation and improved 

productivity, and is the guiding force for the improvement of 

services through improved predictability in the productivity, 

quality, performance, compliance, development, reusability of 

knowledge, and operational innovation in services. Further, 

SSME probes the value of service providers and clients within 

collaborative activities and risk sharing  

Specifically, SSME refers to the following: 

 Mathematical modelling of service systems, and 

the social sciences that are relevant to 

understanding the human, organizational, and 

cultural aspects of service systems. 

 Understanding of the origins and life cycles of 

service systems, ranging from business 

components, to business models, to value 

networks of many businesses linked globally. 

 The design, development, deployment, 

operations, and maintenance of service systems 

based on IT, knowledge workers, outsourced 

organizational or business components – all 

configured to co-create, deliver, and capture 

value between a provider and a client. 

The SSME discipline can be viewed as below: 



 

 

 
Figure 2  SSME's sub-disciplines 

 

In the following the inter-disciplinary area of SSME is shown. 

It involves technology innovation, business innovation, social 

innovation and demand innovation.  

 

 

 

 

Figure 3  Inter-disciplinary nature of SSME 

 

III  SSME’S ROLE IN CIP AND EXAMPLES 

Majority of the initiatives listed in the National Strategy 

results in some kind of process or supply chain. Or in other 

words a Service System. These service systems can be 

understood thru developing the flow diagrams, mathematical 

modeling, and performing the life cycle operations of these 

systems. The key emphasis is that these service systems model 

both the human and technological interaction.  

The following gives a pictorial picture of what SSME is: 

 

Figure 4 High Level view of SSME's work flow 

 

 

Few examples are given to expand these ideas.  

A. Risk Modeling 

Risk modeling is mentioned as one of the cross-sector priority 

above. There is a need to develop risk models and conduct 

integrated risk assessments of cyber, physical threats and 

vulnerabilities.  

These assessments include threat analysis to provide a 

baseline and frame of reference for risk management and 

investment decisions. This analysis, coupled with 

vulnerability assessments determine the effectiveness of 

security systems and tools and will provide information on 

critical assets and nodes. Such studies would comprise models 

of security incidents involving various types of both cyber and 

physical attacks. Analysis will focus on the complex 

interactions between physical and cyber systems to determine 

the full range of potential consequences and to ensure the 

applicability of findings across infrastructures. 

B. Information Sharing Analysis Centers (ISAC) 

The government has built sector based Information Sharing 

Analysis Centers (ISACs) to share the information between 

public and private sectors. These structures are used to 

communicate potential risks, threats, vulnerabilities, and 

incident data. The operation of these ISACs and managing the 

interactions of these ISACs involves completely using SSME 

principles.  



 

 

C. Planning and Resource Allocation 

The critical infrastructures need to be planned and 

coordinated. During that process, the resources need to be 

allocated to various organizations in Federal, State and Local 

governments. Some of the tasks are: Define clearly their 

critical infrastructure and key asset protection objectives; 

Develop a business case for action to justify increased security 

investments; Establish security baselines, standards, and 

guidelines; and Identify potential incentives for security-

related activities where they do not naturally exist in the 

marketplace. All these areas fall under the SSME discipline.  

D. Information Integration 

The integration of threat and vulnerability information 

between sectors needs to be modeled, as well as information 

sharing between the federal government and critical 

infrastructures, to identify points of inefficiency and 

information loss.   

IV CONCLUSIONS 

The new academic discipline, SSME (Service Science, 

Management and Engineering) is described. The elements that 

comprise this new field have direct application in the area of 

the Critical Infrastructure Protection. 
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Abstract.  We propose a hierarchical approach to 
managing stream data created by sensors.  This new 
technique facilitates implementation of diverse 
software solutions to the many different types of data 
and requirements presented by sensor systems.  At the 
same time it facilitates software reuse for many of the 
individual components of the system. 

1. INTRODUCTION 

A sensor is a programmable, low-cost, low-power, 
multi-functional device which captures and sends data 
about the environment in which it is deployed 
[EGH00].  For example, they can be embedded 
strategically at various geographical points in a flood-
prone area for collecting necessary data to effectively 
deal with flooding, to minimize its effect, and forecast 
its future behavior [EGHK99].  They collect data from 
earth-orbiting satellites such as NASA’s EOSDIS 
(Earth Observing System Data and Information 
System) project.  Sensors are also deployed at places 
unreachable by humans such as deep sea bed, enemy 
territory, etc.  Each environment has its own type of 
data which requires a data-specific processing scheme.  
It is not possible to device a common technique to deal 
with all types of sensor data.  A decade in the past the 
database community tried unsuccessfully to apply 
database approaches to deal with satellite data 
[SFGJ93, D92, CFGR92].  Later, as database 
technology evolved, satellite data was successfully 
managed by several off-the-self software tools 
developed for object-relational database systems. This 
brief history of dealing with sensor data indicates that it 
has some unique properties and requires special 
processing approaches.  In this paper we investigate 
this issue and propose a new design hierarchy.  This 
Stream Hierarchy facilitates implementation of diverse 
software solutions to the many different types of data 
and requirements presented by sensor systems.  At the 
same time it facilitates software reuse for many of the 
individual components of the system. 

Data captured and sent by a set of sensors is 
usually referred to as “stream data”. It is a real-time 
sequence of encoded signals which contain desired 
information. It is continuous, ordered (implicitly by 
arrival time or explicitly by timestamp or by 
geographic coordinates) sequence of items [GO03] 
which is often obtained through elaborate sensor 

systems perhaps of many different types.  Stream data 
which is related to event such as airplane crash, 
spaceship landing, etc., is strictly temporal and its 
validity or usefulness may be short-lived.  In addition 
every stream data is infinite: the data keeps coming.  
For these reasons the management of this spatio-
temporal data is very difficult and complex.   

A number of processes such as cleaning, 
aggregating, storing, etc., are required before stream 
data can be used at the user level. Consider the case of 
stream data about flooding.  Questions such as “how 
frequently should we store data: every second, every 
minute, or every hour?” must be resolved.  Similarly, 
consider a video sensor with multiple resolution 
capability.  Questions such as “what is the resolution at 
which the stream data of video should be sent, how 
many pictures should be stored per second?” [M03]. If 
we consider stream data for temperature, then we need 
to decide similar parameters for capturing and storing 
data. If the temperature variation is rare, then it does 
not make sense to send data continuously.  On the other 
hand if the variation is fast, then interval should be 
quite small otherwise one has to find a way of filling 
up missing temperature reading.  Note also that the 
amount and type of data to capture and store depends 
upon the application which will use the data.  For real-
time querying, it may not be necessary to store the 
entire stream data since the query may be very specific 
and could require only a tiny subset. On the other hand, 
for other purposes such as for statistical analysis, 
prediction, visualization, etc., the entire stream (or a 
model thereof) must be stored.  

These issues arise in every type of stream data and 
their management is application-dependent.  The 
important point is that at the user level the semantics of 
stream data must be clear because the interpretation of 
data is often performed by domain experts who need to 
quickly make intelligent decisions concerning the low 
level sensor data.  For example, an employee at NOAA 
may be observing sensor data output concerning river 
flow or precipitation to make predictions of flood 
warning or flood watch   A new system used by 
NOAA, Advanced Hydrologic Prediction Service 
(AHPS), targets the quick dissemination of potential 
flooding problems (http://www.nws.noaa.gov/oh/ahps 
/index.html ).  Sensors used to provide input to this 

http://www.nws.noaa.gov/oh/ahps /index.html
http://www.nws.noaa.gov/oh/ahps /index.html


system include precipitation, river level and flow rate 
gauges, radar, snow cover and melt data.  To assist 
users in making “risk based decisions” many 
visualization tools are provided [NWS07].  A NOAA 
employee working to make flood predictions is not a 
sensor or data mining expert.  Thus he needs to be 
provided with information at the level with which he 
can make intelligent decisions.  This actionable 
intelligence is thus at a very high level and quite 
removed from the low level sensors where the raw data 
is captured. 

One of the challenges is capturing data samples 
from the hardware.  In [HHM03] authors presented (a) 
declarative acquisition, (b) asynchronous acquisition, 
and (c) life-time-based acquisition.  In the declarative 
approach a query language defines the acquisition 
approach [MFHH03].  It decides, unlike database 
systems, when and where the required data should be 
captured.  The capturing process can be reconfigured 
dynamically to minimize the presence of redundant 
data.  In approach (b) data is captured when some 
condition is satisfied and in approach (c) the user 
defines a data capture time duration.  This scheme 

allows an adjustable data collection process where 
depending upon some criteria the collection rate is 
varied.  This phase is crucial because all higher levels 
of stream data processing depend upon the raw data. 

To monitor any event a large number of sensors is 
required and they must work together.  For example, a 
large number of sensors collect flooding data for a 
particular target location.  The same reading may be 
performed by these sensors and after applying some 
processing the raw data may be sent to a “sink” node.  
To increase data accuracy and improve its information 
content, the sink node may filter, reformat, and apply 
some statistical operations on the data.  This operation 
is usually called data aggregation, which is an essential 
step for minimizing communication and data 
processing cost.  In reality, the stream data passes 
through a number of operation-layers before it is given 
to users for high level analysis. 

In the last decade, a number of areas in sensor 
research such as data aggregation, secured data model, 
data stream management, etc., have been actively 
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investigated. Among these it appears that most 
progress has been made in the development of Data 
Stream Management Systems (DSMS) [AAB05, 
ACC03, BBDMW02, HMA04, ABBCDIMSW04, 
DGRTY03] for querying and managing such data. 
Stream data query mechanisms allow one to query 
fast stream data to get the most recent information 
from the stream and offers timely information for 
modern database applications. Data aggregation 
seems to be the second topic of choice. It defines a 
paradigm for routing in sensor networks [HEI01, 
IGE00] and helps to minimize or eliminate data 
redundancy and saves power. Some work has also 
been in the area of visualizing stream data [ZAI, 
GG06], which is a relatively new area of research. 
Visualization displays relationship among data 
streams which is not evident in raw data. It is needed 
to observe in real-time the spatial and temporal 
patterns and trends hidden in the data. This is a 
highly useful approach for fast data analysis and 
prediction. 

Each of these earlier works has concentrated 
mainly on one aspect of the overall problem:  some 
researchers have looked only at data capturing 
[HHM03, ECHBB, MID07], others have looked at 
data streams [GO03], while others have concentrated 
on visualization or summarization tools of the low 
level sensor data [ZAI, GG06].  This is similar to the 
state of database processing in the early 1970s.  Our 
work is stimulated by these advances and in this 
paper we provide an overview of a new hierarchical 
view of data stream mining.  What is needed is a 
higher level approach to processing sensor data.  This 
approach provides levels of abstraction in processing 
the sensor data and actually incorporates 
functionality at all levels of the sensor data 
management – from the low level generation of the 
raw data to the high level presentation of the data to 
the domain expert who needs to make decisions and 
recommendations concerning the data.  There is 
simply too much data to assume that individuals at 
this level will be continually making queries to the 
sensor/stream data.  Instead, in our model we 
envision that push based applications are used to send 
data to the domain expert.  This pushed data provides 
the information needed to make decisions. 

2. PROPOSED STREAM HIERARCHY 

We indicated earlier that a number of 
refinements and revisions are applied to the raw data 
before it can be useful to top level users.  We propose 
a four level data abstraction to facilitate the creation 
of actionable intelligence for domain experts 
evaluating sensor data.  This coordinated hierarchical 
view facilitates access to the data at each level.  

When viewed level by level, you can see the 
conventional views of the data as has been studied in 
the past.  What is new, then, is not the level by level 
view of the data or functionality.  Rather the overall 
view as a consolidated model.  This can be viewed 
somewhat like the traditional database data 
abstraction levels.  The traditional view of data 
abstraction consists of three levels:  physical, logical, 
and external view.  At the lowest level, physical, the 
data is actually stored.  The logical level provides a 
higher level view of the data which is independent of 
how it is stored.  In addition it provides data 
semantics and data relationships.  Different users of 
the data may have different views at the external 
level.  Database Managements Systems (DSMS) 
facilitate this hierarchical view of the data by the 
software provided.  Data streams can not be easily 
viewed in this manner partly due to the volume of 
data and partly to the continuous arrival of data.  
There is too much to store.  We also feel that the 
temporal aspect of the data is itself part of the data.  
Most previous data stream synopsis techniques have 
either ignored the temporal relationships or have 
down played them.   

As seen in Figure 1, our hierarchical stream data 
model has four levels: 

• Level 0 - Physical Level:  This is level 
where the raw data is generated.  We assume 
that sensors are used to obtain the data.  The 
sensors are placed at many sites and they 
may move. The raw data at this level may or 
may not be actually stored. 

• Level 1 – DSMS:  At this level the sensor 
data is merged, aggregated, and cleansed.  
We assume that a DSMS is responsible for 
receiving the data from the many sensors .In 
addition, normal DSMS queries may be 
processed against this data.  

• Level 2 – Model:  A model at this level 
actually summarizes the data streams 
processed at level 1. This summarization is 
not like that used by aggregation in data 
warehouses, but rather a high level view of 
what the stream data has looked like and 
currently looks like.  The model created is 
for all of the streams processed at Level 1.  
The model captures not only the data 
obtained by the sensors, but also the spatial 
aspect of the data (where the sensor is 
located) and the temporal aspect.  It is 
important to note that the temporal aspect is 
not only the timestamp of the data, but also 
the ordering of the data from the sensors.  In 
our overview we assume a dynamic first 



order Markov chain is used.  This dynamic 
model not only summarizes the data, but 
also captures concept drifts.  Machine 
learning techniques allow the learning and 
forgetting of data over time.  Clustering 
techniques are used to ensure a sub-linear 
growth rate of this model. 

• Level 3 – Domain Expert:  We call this 
level domain expert as we assume the 
primary users at this level are domain 
experts who need to examine the sensor data 
at an extremely high level.  They rely upon 
the output of data mining applications 
applied to the model data.  They will 
examine visual summaries of the data, 
output of anomaly detection software, and 
other data mining output.  The exact view 
that each domain has depends completely on 
his needs. No real data exists at this level.  
The external view is only visual. 

The proposed stream hierarchy can be compared 
to the more conventional data hierarchies/abstractions 
seen with memory hierarchies, Data Base 
Management Systems, and Data Warehouses.  Table 
1 summarizes these observations. 

Of the four compared types of data abstractions, 
the memory hierarchy is the only one where higher 
levels of the hierarchy contain subsets of data at the 
lower levels.  Moving from Level 0 to Level n, the 
amount of data decreases as does the access time.  
Data is migrated from lower to higher levels based 
upon explicit computer operations being executed or 
using a pre-fetch based upon predicted anticipation of 
access and locality. 

Traditional DBMS data abstraction looks at three 
levels of data (external, conceptual, and physical).  
As opposed to the memory hierarchy, each level 
views the data differently.  At the physical level, the 
data is stored and viewed as it has to be physically 
accessed.  The conceptual view is how the DBMS 
views it-perhaps as a set of relations.  The external 
view is how users see their data.  Similar to the 
memory hierarchy, data is migrated up based upon its 
actual accesses.  Sometimes the external/logical 
views are materialized to avoid slow access time. 

The stream hierarchy can be viewed in a similar 
manner as data warehouses.  As with a data 
warehouse summary of the operational data, the 
higher levels are summarizations of the actual stream 
data.  However, type of aggregation performed at the 
higher may be quite different.  Similarly, Roll-up and 
Drill-down types of operations can be used to find 
out detail information about the detail stream data 

which caused the observable behavior at the higher 
level.  However, due to size limitations, the actual 
detail data may not be completely materialized. A 
cube view of the entire data, however, is probably not 
feasible due the infinite number of temporal points 
possible. Higher levels of cubes at temporal 
aggregate levels, (month, day, year) would, however, 
be possible. A major difference between our 
proposed hierarchy and a warehouse is that the data 
at the highest level is pushed rather than pulled. 
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28048
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28117

 
Fig. 2.   Derwent Catchment Sensor Locations 

3. STREAM HIERARCHY EXAMPLE 

We illustrate our proposed hierarchy by 
examining real sensor data obtained from a set of six 
river sensors located in the Derwent River 
catchments as shown in Figure 2.   

3.1 Level 0 - Physical Level 

These six sensor data streams were provided by 
the British National River Flow Archive 
(http://www.nercwallingford.ac.uk/ih/nrfa/river_flow 
_data/index.htm). This data represents 1919 data 
points from November 1, 1971 to January 31, 1977 
with a time interval of 24 hours between sample 
readings.  We represent the data at each time point as 
a vector with six values, one from each sensor: <r1, 
r2, r3, r4, r5, r6>.  Data in these time series represent 
cubic meters per second flow of the river at that 
sensor location.  

3.2 Level 1 – DSMS   

The Drewent river data is not actually accessed 
via a DBMS.  However, the individual sensor 
readings are aggregated.  The data on the 
aforementioned Web site provides the mean river 
flow averaged over all individual river flow readings 
for a 24 hour period.  No other DSMS functionality is 
provided. 

http://www.nercwallingford.ac.uk/ih/nrfa/river_flow _data/index.htm
http://www.nercwallingford.ac.uk/ih/nrfa/river_flow _data/index.htm


Table 1.  Comparison of Stream Hierarchy to Conventional Abstractions/Hierarchies 

 Levels Lowest Level Highest Level Abstraction Inter-level Data 
Migration 

Memory Hierarchy n External Storage Subset/Cache/Buffer Fetch/Prefetch 
DBMS Data Hierarchy 3 Physical Storage External View Fetch, Prefetch 
Data Warehouse n Operational Data Cube/Multidimensional View Aggregation 
Stream Hierarchy 4 Sensor Data Visualization/Triggers Automatic Push  

There have been several DSMS projects:  
STREAM (developed at Stanford) supports SQL-like 
queries.  Aurora (developed at MIT, Brandeis, and 
Brown) supports processing of sensor data in a real 
time manner.  Cougar (developed at Cornell) supports a 
distributed sensor network, and TelegraphCQ (UC 
Berkeley) [JA06].  Functionality of these systems 
varies but typically includes filtering/cleansing of 
sensor data, aggregation of sensor data, use of 
approximate and continuous queries, stream clustering, 
and need to adapt to changes in data behavior.   

3.3 Level 2 – Model   

The model level is the level at which data is 
permanently stored.  However, this data is a 
summarization of the actually physical sensor data.  
Typical modeling of stream data often involves the use 
of Hidden Markov models, time series models, and 
sliding windows.  Another technique which has been 
proposed to model stream data is that of “adaptive 
clustering” [JA06]. 

Modeling should include a technique to capture 
the temporal aspect of the stream, achieve a nonlinear 
growth rate via a technique such as clustering, and be 
able to both learn and forget data as the incoming 
model changes.  Another popular stream modeling 
technique is that of a synopsis or summary of the data. 

Although Level 2 could use any modeling 
technique, the only one that we are aware of that 
statisfies the temporal, continuous learning and 
clustering requirements for summarization is the 
Extensible Markov Model (EMM) [HMD04].  

Definition 1. Extensible Markov Model (EMM).  
EMM is a dynamic first order Markov chain.  Both the 
structure (number of nodes, number of arcs, and 
connections) as well as their labels are learned as the 
stream data arrives.  In addition, nodes/arcs can be 
removed as the content of the stream shifts. The nodes 
in the graph are clusters of real world states where each 
real world state is a vector of sensor values.  Any 
clustering algorithm can be used.   

The nodes in the graph are labeled with the count 
of times that cluster has appeared as well as a 
representative (centroid/medoid) of the states in the 
cluster.  Arcs in the EMM are labeled with the  

probability (based on ratio of number of times that arc 
as been used over the number of times the node at the 
head of the arc has appeared).   As sensor vectors 
arrive into the DSMS, the EMM graph is updated to 
reflect the new counts.  EMMs have been used to 
predict future values, identify rare events, and intrusion 
detection.  They have been applied to river sensor data, 
automobile sensor data, VoIP traffic data, as well as 
other spatio-temporal data.  We have previously 
reported on the performance of EMMs for flood 
prediction as compared with neural network and other 
Markov chain variants [DALBH05].  This work 
showed the superiority of the EMM approach based on 
both the error (using two different metrics) and the 
size.  

Figure 3 (modified from [HMD04]) shows a 
stream of sensor data from six sensors and the 
corresponding construction of EMM.  This 
hypothetical data comes from six sensors at seven time 
points.  We assume that the DSMS has merged and 
cleansed the sensor data into vectors for each time 
point.  In Figure 3 b) the creation of the EMM is shown 
at the seven time points.  The EMM starts with no 
content and at Time 1 an EMM with one node is 
created.  At each subsequent time point either a new 
node is created or the vector for that time point is 
added to a cluster represented by an existing node in 
the EMM. 

3.4 Level 3 – Domain Expert 

No data actually exists at the Domain Expert 
Level.  Instead visualization of the stream data and 
results of triggers and lookmarks are pushed to the 
user.  A trigger may be used to notify the expert of 
anomalous behavior/rare events.  Lookmarks, on the 
other hand, are events that are predefined as events of 
interest in the stream data.   

As with Level 2, we assume that any visualization 
technique may be used.  There has been much recent 
work looking at visualization techniques for stream 
data [ABMGLP01]. Line graphs have been 
traditionally used to visualize time series data.  A 
major problem with traditional line graph is that when 
outputs from many sensors are to be seen together 
either multiple graphs are created or all graphs are 
placed on one set of axes.  In either case, the resulting 
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figure(s) are difficult to read.  Heat maps are often used 
to examine things like temperature.  However, these 
techniques completely ignore the temporal aspect of 
the data. 

Thus as a minimum, a visualization technique for 
the Stream Hierarchy needs to include the temporal 
aspect and facilitate viewing of output from multiple 
sensors at the same time.  We are aware of only one 
visualization technique which satisfies both of these 
features: Temporal Chaos Game Representation 
(TCGR) [DQWMW06] alternatively called a Temporal 
Heat Map (THM).  The THM has its basis in CGRs 
used to visualize DNA/RNA sequences.  Within the 
stream data context, a THM is defined as shown in 
Definition 2. 

Definition 2.  Temporal Heat Map (THM) is a 
visualization technique for streaming data derived from 
multiple sensors.  It is a two dimensional structure 
similar to an infinite table.  Each row of the table is 
associated with one sensor value.  Each column of the 
table is associated with a point in time.  Just as stream 
data is infinite, the number of vertical columns is 
infinite.  Each cell within the THM is a color 
representation of the sensor value.  Rows may be 
normalized separately or together.  Although different 
color schemes may be used, assuming a normalization 
of 0-1: colors with normalized sensor readings between 
0 and 0.5 range from zero to blue and colors for values 
from 0.5 to 1 range from blue to red. 

Figure 4 shows part of a THM for Derwent Sensor 
Data.  Imagine a domain expert sitting at a monitor 
with this stream visualization gradually moving across  

his screen.  Knowing which rows represent which 
sensors, he can instantaneously “see” what is 
happening with the data.  The arrows in this figure 
show the movement with earlier times on the left and 
later on the right.  The associated sensor numbers for 
each row are (bottom to top):  28023, 28043, 28011, 
28117, 28048, 28010.  Notice that sensor 28023 is 
actually for the smaller Wye river feeding into the 
Derwent.  Similarly, 28048 is for the smaller Amber 
River.  In the THM visualization you can see that both 
of these rows are lighter and thus have a smaller rate of 
flow,  The higher flow rates for 28011 which contains 
flow from both the upper Derwent and Wye is 
normally much larger than the two up-river gauges.   

4. CONCLUSIONS AND FUTURE WORKS 

Stream mining should be viewed as a hierarchy of 
data and functions.  In this paper we have provided a 
very brief overview of our hierarchical model.  The 
hierarchy requirements are summarized as: 

• Except for the inter-level functionality 
requirements, each level functionality is 
independent of the others and may differ 
across different implementations. 

• The model used must capture time and 
ordering of data, be able to both learn and 
forget, and use some variation of clustering. 

• Visualization at the domain expert level must 
capture both time and ordering.  It addition it 
should be able to be easily “read” for many 
sets of sensors. 

 
Fig. 4.  Temporal Heat Map for Derwent Data 



• Inter-level functionality must facilitate Drill-
Down requests from the domain expert 

The hierarchy described actually encompasses all 
prior work in each of the levels.  That is, any type of 
sensors, their management, and deployment may be 
used.  Any implementation of a DSMS may be used. 

This represents a first step in analyzing this 
hierarchical data stream processing model.  Much 
future work is needed to more formally examine the 
levels and functionality identified.  Specific work to be 
performed would be description of inter-level 
functionality and perhaps language requirements. 

We are excited about this new approach to sensor 
stream data management.  It provides flexibility yet 
adaptability. 
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Pushing Sensor Network Computation to the Edge while 
Enabling Inter-Network Operability and Securing Agents 
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Abstract- Sensor networks consist of small devices deployed in an 
area to perform a task through coordination and communication. 
The sensor nodes are generally equipped with one or more 
sensing devices and operate under severe resource constraints 
such as low-memory and low computational power. The latter 
constraint further restricts the types of applications that the 
deployed network is able to support. As thus, sensor networks 
are typically not deployed to support applications with real-time 
processing needs. Furthermore, while the network subsists in a 
dynamic environment, the tasks of the nodes are generally static 
and cannot adapt to changes in application requirements. As the 
tasks of nodes are static, multiple networks may need to be 
deployed in one area to support heterogeneous tasks even when 
these tasks have similar if not identical sensing requirements. To 
address these issues, this article proposes to push sensor network 
computation to the edge through the use of powerful and 
reconfigurable nodes as well as mobile agents. The proposed 
approach will enable networks to interoperate to allow reuse of 
existing deployed networks, prevent proliferation of networks 
with similar sensing capabilities and overlapping coverage area. 
Moreover, we herein discuss the expected benefits of our 
approach and address security threats facing the agent paradigm 
in traditional execution environments from both a centralized 
and distributed standpoint. 
 
Index Terms – mobile agents, security, distributed sensor 
networks,  
  

I. INTRODUCTION 

Sensor Network can be thought of as the resulting network 
that emerges from the, possibly random, deployment of 

multiple sensing devices, known as sensor nodes, in a 
particular area, to perform a task through coordination and 
communication. The sensor nodes are generally low-power, 
low-memory devices with highly constrained computational 
capability typically programmed prior to deployment with the 
ability to communicate with their peers, and equipped with 
some sensing apparatus [1]. Being generally cheap, the nodes 
may not be retrieved or reused in the event of failure. The data 
collected by the nodes are relayed to a special node in the 
network referred to as a base station or sink that does not 
suffer from the severe resource limitations noted earlier. The 
limitations present in Sensor Network led to the many 
challenges in the field but also to its wide acceptance in many 
application areas, especially due to the low-cost of sensor 
nodes. 

Traditionally, once the sensor nodes are programmed and 
deployed, they coordinate with each other to accomplish one 
task and react to events only within the confines of what was 
predicted in the program. Various approaches have been 
proposed in the literature to circumvent this limitation. Such 
proposals have however not focused on bringing computation 
in sensor network to the edge to support application with real-
time processing requirement, nor have they envisioned the 
need for different networks to interoperate towards the 
accomplishment of a task. Ultimately, sensor networks should 
be able to support a more diverse array of tasks, depending on 
the needs of applications or environmental stimuli. We here 
forth refer to any proposals that aim at allowing sensor 
networks to support various tasks dynamically as 
reconfigurable sensor network. 

Within Sensor Network, the nodes’ tasks are generally 
static although they subsist in a dynamic environment where 
adaptation is the key. Sensor Networks are not designed for 
interoperability, but rather for efficiency in terms of power. 
Multiple networks with varying sensing capabilities may 
cover a particular area especially when they are conducting 
disjoint tasks or are from different owners. In an urban setting, 
the proliferation of sensing nodes is not an attractive concept 
especially since it is not necessary. Generally, for every new 
application, a new network needs to be deployed. However, 
this can be circumvented in various cases if the intended 
coverage area of the new application has existing sensor nodes 
with the required sensing capabilities. By bringing sensor 
network computation to the edge and allowing interoperability 
of networks, we contend that the issue can be avoided 
altogether. The introduction of agents will further render the 
environment more flexible as the network can be made to 
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adapt to changing observations and, or requirements while 
intelligently processing collected data. 

As an autonomous entity, dotted with intelligence, agents 
can migrate to the data sources of interest, intelligently 
process available information and make recommendations. 
The use of agents in information retrieval has been shown to 
be desirable [15]. One of the major hindrances to the 
widespread proliferation of agent application stems from their 
inherent ability to migrate, hence, as a consequence, a wide 
range of security issues have surfaced. Addressing such issues 
is a necessity in order to foster the use of the agent paradigm. 
Over the years, numerous platforms have been introduced to 
help foster the deployment of agent-based applications. 
However, such platforms have typically been restricted to 
traditional execution environments. With the recent advances 
in the field of Sensor Network, there is a growing interest in 
introducing the agent paradigm to the field particularly to 
render sensor network reactive to environmental stimuli. 

To fully extract the benefits of agents in information 
retrieval, it is imperative that a secure environment be 
provided. The majority of the proposals introduced thus far to 
secure agent applications have generally been from a 
theoretical standpoint [4]. Moreover, such proposals view the 
issue from a centralized aspect attempting to protect either the 
agents or the hosts to which they migrate. The introduction of 
some of the proposed theoretical approaches to actual agent 
platforms is thus a necessity to secure the environment. 
Furthermore, it is of primordial importance that agent security 
be adequate to the environment in which the agents operate. 
By that we mean that agent security should not be studied 
solely from a centralized viewpoint but also from a distributed 
one. 

This article intends to introduce a novel perspective on 
sensor network where nodes’ computational power can be 
pushed to the edge, and heterogeneous networks can 
interoperate towards the accomplishment of task. Furthermore, 
the nodes in the network can be dynamically configured in 
response to environmental stimuli or based on the ever-
changing needs of applications. Dynamic configuration of 
nodes will further allow the proposed architecture to evolve 
with changing protocols, as well as design and technological 
innovations. The expected contribution of the work is as 
follows: 
• Interoperable and reconfigurable sensor network 

architecture with computationally powerful nodes able to 
support applications with real-time processing needs. 

• Demonstrate the feasibility of the proposed architecture 
through vision-based tracking of targets resilient to 
environmental distractions, e.g., when the tracked object 
crosses path with others having similar or identical 
features. 

• Address security issues of agents to foster their use in the 
environment and information retrieval in general. 

In introducing the novel architecture, we will start by 
presenting the related materials in the following section. The 
proposed architecture is presented in section 3 followed by a 
discussion of our approach to agent security in section 4. We 

drew conclusions in section 5 highlighting the expected 
contribution of the work. 

II. BACKGROUND 

As we introduce our objective, it is of primordial 
importance that we ascertain that the reader has a thorough 
understanding of the main developments in the related fields 
of research. Hence we will start by introducing the current 
state of research in sensor networks in the next subsection 
followed by target tracking, agent security, and agent-based 
learning. 

A. Sensor Network Reconfiguration and Interoperability 

Once deployed, sensor nodes have a static task to 
accomplish and cannot adapt to changes in the environment 
that may require new parameters to be taken into account. A 
new set of nodes have to be redeployed should the need arise 
to conduct two tasks concurrently or alternately in an area 
covered by an existing network. There is thus a need for 
sensor networks to support dynamic programming of the 
nodes but also for the network to concurrently support 
multiple applications. One approach to addressing the 
aforementioned need in sensor network is to consider the 
sensor nodes as a set of data-stores into which queries can be 
injected to collect information that can be used by the sink to 
whatever purpose. Collecting information from the sensor 
nodes is inadequate in applications where the nodes need to 
interact with each other in order to reach a conclusion in real-
time [6], as would be the case in distributed target tracking 
applications or any applications that require the use of 
distributed algorithms. The notion of “active sensors” was 
introduced in [6] to denote the path to addressing the 
reconfigurable need of sensor nodes through abstraction of the 
runtime environment. The “active sensors” approach typically 
makes use of virtual machines, script interpreters, and mobile 
agents to render sensor nodes’ re-programmable and 
represents the strategy adopted by the following systems. 

Maté aims at providing sensor networks with a flexible 
architecture upon which application specific scripting 
environments can be built [17]. User programs in the 
environment are generally short and simple as the virtual 
machine (VM) provides the functionalities common to specific 
application domains. This is an interesting approach to address 
the issue of reconfigurable sensor networks; however Maté 
suffers from assumption that the reprogramming, based on 
Trickle, occurs over all the nodes in the network and all of the 
nodes are coordinated for the execution of one specific 
application at any one point in time. Furthermore, Maté views 
the network as an isolated entity and does not address issues of 
interoperability with other networks. 

SensorWare has also been introduced as an attempt to 
address the issue of reconfigurable sensor network by 
supporting the execution of mobile scripts [6]. SensorWare 
provides the necessary support allowing a Sensor Network to 
run multiple scripts simultaneously; as such, unlike Maté, it 
does not assume that the whole network is focused on only 
one task at any point in time. On the other hand, just as Maté, 



it ignores issues of interoperability nor does it provide a 
service-based environment. The latest implementation of the 
system required 179KB of space with the core accounting for 
30KB, which makes it very unsuitable for environments 
populated with nodes having very few storage capabilities. 

Deluge has been designed to handle the dissemination of 
large data objects over Wireless Sensor Network (WSN) [9]. 
The Deluge protocol tackles the issue of network 
programming in sensor networks very efficiently. It takes into 
account the density of the network as well as the network 
connectivity. However the new protocol is limited by the fact 
that it currently assumes that all the nodes in the network need 
to be programmed and thus focused on propagating code 
updates to all nodes in the network. It is conceivable that an 
administrator may only want to update particular nodes in the 
network. Furthermore, it ignores issues of interoperability, and 
the need to support multiple tasks. 

The need for the existence of reconfigurable sensor network 
has served as the main motivation for the development of 
Agilla [11], a mobile agent framework for sensor network. 
Agilla allows each node to support multiple agents that may or 
may not be cooperating to accomplish a task. Agilla allows for 
agents communication through tuple spaces. Agents in Agilla 
can clone themselves or move to another location carrying 
with them either their code and state or just their code. Agilla 
has been designed to allow more than one agent to execute on 
a node thereby tackling one of the issues that we hope to 
research. However, similarly to the previously discussed 
works, Agilla does not attempt to allow different networks to 
collaborate. In the event that neighboring networks all run 
Agilla, or the same agent platform for that matter, 
interoperation is still not possible as the individual networks 
might adopt different protocols. Moreover the system would 
not be able to adapt to changing protocols, a realistic 
occurrence as no standards have been established and the 
research field is open. Lastly, Agilla failed to tackle the issue 
of providing services to migrating agents. 

Researchers at UC Davis have put forth a mobile agent 
framework built on top of the Mate virtual machine to allow 
the deployment of the programming paradigm within sensor 
network environment [21]. The framework allows agents to 
execute within an interpreter that attempts to prevent node 
crashing from corrupted agents. The interpreter implements 
the basic functionalities of agents, such as agent forwarding, 
so as to minimize the size of agent code that needs to be 
transferred from node to node. A case study for the use of 
agent in sensor network was conducted leading to the 
conclusion that the use of agents is particularly beneficial in 
the environment where only a subset of the network needs to 
be reprogrammed or the frequency at which nodes are 
reprogrammed increases [21]. The mobile agent framework 
for Sensor Network introduced by researchers at UC Davis 
suffers from the same limitations as Maté, including the lack 
of cross-network interoperability, with the exception that the 
entire network does not have to be reprogrammed. As an agent 
system, similar to Agilla, interoperability is possible under the 
assumption that the different networks support the same agent 
platform and the same set of protocols. 

ActorNet is a mobile agent system for Wireless Sensor 
Network, which supports an asynchronous communication 
model, context-switching, multi-tasking, agent coordination as 
well as virtual memory [16]. The ActorNet platform is a 
virtual machine that can support multiple actors (agents) per 
node. The platform provides a unified environment for actors, 
which interact exclusively with the interpreter at the top level 
of ActorNet’s architecture. ActorNet took a very efficient 
approach to the issue of reconfigurable sensor nodes, as did 
Agilla and the researchers at UC Davis, through the adoption 
of mobile agent to reprogram nodes. The platform, however, 
still does not allow interoperability of heterogeneous networks 
nor does it introduce a service-based approach to sensor 
network.  

To sum up, ActorNet, along with the other proposals herein 
reviewed, have approached reconfigurable sensor network 

Table 1: Comparison of the approaches to sensor network reconfiguration 

System Platform System 
Requirements 

Heterogeneous 
Tasks 

Node 
Multiplicity 

 

Interoperability 
of networks 

Service-
oriented 
infrastructure 

Mate Virtual 
Machine 

TinyOS No Singular No 

 
No 

SensorWare Run-time 
environment 

TinyOS Yes Multiple No No 

Deluge Network 
programming 

TinyOS No Singular No No 

Agilla Agent system TinyOS Yes Multiple No No 

UC Davis 
framework 

Agent system Mate, TinyOS Yes Multiple No No 

ActorNet Agent system TinyOS Yes Multiple No No 

 



from a limited perspective in which the need to dynamically 
change the task of the network is the focus. We intend to stray 
from such a perspective by being concerned with not only the 
issue of changing the task of the network, but also that of 
allowing interoperability between various pre-existing 
networks. Moreover, provision of a service-based 
infrastructure where multiple applications, possibly from 
different individuals/owners, can utilize the network towards 
the accomplishment of disjoint tasks with varying sensing 
needs constitute another focus of this article. A table 
summarizing the features provided by the different approaches 
discussed is presented in table 1. 

B. Target Tracking in Sensor Network 

The use of Sensor Network in numerous applications, such 
as target tracking, has been the focus of numerous research 
efforts [1]. Through the implementation of target tracking 
applications, we intend to demonstrate the advantages of 
bringing sensor network computation to the edge and allowing 
interoperability between existing networks, while addressing 
some of the issues present in the field. As such, we herein 
present an overview of the recent research activities in the 
area.  

Target tracking as the name suggests deals with the issue of 
following a particular object as it moves within an 
environment. Within the scope of Sensor Network, the 
environment is limited to any area where the nodes involved 
in the tracking are present. Schemes that have been put forth 
to allow sensor nodes to track a target efficiently were 
intended to minimize the power consumption of the network 
as a whole. Pattem et al [20] have identified four major 
approaches used in Sensor Network to track a target. The 
classification of the approaches is based upon the scheme used 
to minimize power usage in the network to track a target. Two 
of the identified approaches rely on the predicted future 
location of the target. 

To deal with the randomness of a target’s trajectory, Yang 
et al [24] introduced the Distributed Predictive Tracking 
(PDT) algorithm, which views the sensor network as a 
clustered system, where each cluster has a cluster head along 
with active sensors at the border. To track an object, the 
cluster head activates three sensors that can detect the target 
using their low sensing beam; if three such sensors cannot be 
found, the cluster head chooses three sensors that can detect 
the target using their high beam. The cluster head determines 
the next location of the target and informs the next appropriate 
cluster head of the ID of the tracked target. Mechitov et al [19] 
attempts to model the motion of the target through piecewise 
linear approximation and the introduction of a distributed 
algorithm, named Cooperative Tracking, to help in the 
prediction of the targets future location. The distributed 
tracking algorithm is based on four steps; during the first, each 
node measures the duration for which the tracked object is 
within its range. In the second step, the nodes exchange the 
recorded values for use in the third step to estimate the 
object’s location by computing the weighted average of the 

detected values. Step four runs a line-fitting algorithm on the 
set of points calculated in the third step.  

Furthering the trend of taking a distributed approach to 
tracking a target in Sensor Network, Zhang et al [26] 
introduced the Dynamic Convoy Tree-Based Collaboration 
(DCTC) algorithm. DCTC can be used to track moving targets 
in sensor network focusing on the issue of collecting and 
generating reports as the target is tracked. The proposed 
algorithm relies on nodes around the target collaborating with 
each other to determine a root. The root node would be in 
charge of predicting the path of the target and activating 
appropriate nodes along that path. 

Limiting the environment to binary sensors, Aslam et al [3] 
deals with the issue of approximating a target’s location by 
requiring nodes to relay to the sink one bit of information 
dictating whether the object of interest is moving closer or 
away from the node. This approach minimizes communication 
between nodes and the sink while allowing for the target’s 
trajectory to be predicted by the sink. Taking an information-
driven approach, Feng et al [10] proposes to inject queries into 
the area where the target is likely to appear initially. Once the 
query has reached a node where the event is likely to occur, 
the node upon detecting the event, determines the next best 
sensor to which to pass the information for tracking the event 
based on not only an estimate of future direction of the object 
but also on a minimized communication cost to transfer the 
information of the target to the next node. 

Vision-based tracking aims at generating an object’s 
trajectory through analysis of the objects location in 
successive frames of a video. Yilmaz et al. categorized the 
methods used to track objects as Point, Silhouette or Kernel 
based [25] depending on the representation of the object by 
the tracker. Regardless of how the tracked object is 
represented, occlusion, referred to as the obstruction of the 
tracked object by another tracked object or by the background, 
can occur. Common approaches to resolving occlusion 
includes location prediction, silhouette projection and even 
implicitly through generation of object tracks [25]. The issue 
herein referred to as path-crossing, has not received broad 
coverage and is concerned with determining the correct object 
to be tracked when the tracked object crosses path with 
another object with similar, if not identical features. The issue 
requires that the algorithm in use by the system reacts to such 
an event. Path-crossing introduces two or more objects in the 
system, with similar features in an approximate location 
thereby distorting any prediction of the tracked object’s 
trajectory. The distortion occurs due to the fact that the motion 
of the objects in the system is random; hence determining 
which one of the objects whose paths have crossed was being 
tracked remains an open research issue to the best of our 
knowledge. Multi-view based tracking have been proposed in 
the literature, and is defined as a subset of kernel-based 
tracking [25]. Multi-view based tracking refers to the use of 
multiple cameras in determining the location of the tracked 
object. Our preliminary literature survey has not revealed any 
work exploring possible applications of multi-view tracking to 
path-crossing. 



C. Mobile Agent Security 

Mobile Agents refers to a programming paradigm focused 
around the ability for a program to halt its execution, move to 
a new environment where execution can then be resumed. In 
general, mobile agents are software entities that roam a 
network to carry out a task. These agents are typically mobile 
(though not a norm), autonomous, and perceivably intelligent. 
They can cooperate with one another to achieve a, not 
necessarily, common goal. The mobility of agents is not static; 
it can depend on current computation or be specified in 
advance by the user via an agent itinerary.  

Mobile Agents find their applications in environments 
where there is a need to collect data from multiple sources 
over a network. The main advantage with the use of mobile 
agents is that it provides programmers with a new 
computational model that deviates from the traditional client-
server approach. Agents take the computation to the data and 
as thus, as discussed in [15], can significantly improve the 
performance of a system. It is worth noting that generally 
mobile agents lend themselves nicely to searches and 
computation that requires parallel processing [15]. Over the 
years, numerous platforms have been released to support the 
development of mobile agents [2]. The full-scale deployment 
of the programming paradigm has always been hindered by 
the massive security threats that are inherent to its most 
attractive feature: its mobility.  

Mobile agents are subject to security threats throughout 
their lifecycles that differs from those encountered in 
traditional client-server systems. The categorization of the 
threats plaguing mobile agents is done based on the 
origination of the attack; as such we have agent-to-host, as 
well as host-to-agent attacks. Such security issues in mobile 
agents have been studied [4] and some of the proposed 
solutions include but are not limited to the following:  
• Code signing, access control; proof carrying code, and 

path histories to protect the hosts  
• Tracing, obfuscation, trusted hardware as well as 

encrypted functions and data to protect the mobile agents.  
Research in mobile agent security is still an open field, and 

many of these approaches remain theoretical at best. 

D. Agent-based learning 

Supervised learning focuses on the ability to extract patterns 
from a set of raw data whose categories are known. Various 
algorithms have been introduced to allow extraction of 
existing patterns in a data set. Such algorithms include 
Support Vector Machines (SVM), neural networks, decision 
trees, as well as boosting [12]. Boosting has an interesting 
property, in the fact that training occurs in stages. In each 
stage of boosting, a weak classifier is trained using a subset of 
the raw data. The set of trained classifiers yield the learning 
function used to determine how to categorize future data 
samples. Furthermore, due to the fact that boosting learning 
function emanates from several weak classifiers, it is easily 
adaptable to a distributed environment where each weak 
classifier may operate from different sources. It is this inherent 
ability of boosting that we hope to harness in this article to 

address the issue of agent security from a distributed 
standpoint through agent collaboration. 

Agent collaboration has been the focus of various research 
efforts in recent years. Becker et al. studied the issue of 
confidence determination to ascertain its effect in 
collaborative agent systems [5]. The study showed that 
incorrect confidence-integration may propagate in a multi-
agent system and thus change the collaborative answers of the 
agents. The problem was simplified by assuming that trust is 
not an issue between the collaborating agents. Within our 
approach in addressing distributed agent security, each of the 
collaborating agents is extremely flexible in integrating 
confidence factors to yield a collaborative result. Moreover, 
the agents do take trust into account in determining the 
dependence of their results upon other agents in the system as 
they collaborate to provide distributed security.  

Chen et al. [7] presented a boosting-based hierarchical 
learning algorithm for experience classification. The work was 
motivated by the need for agents within a team to collaborate 
and learn from their past experiences, which may differ from 
one agent to another, as individual agents may only have a 
partial view of the team’s environment. This learning 
algorithm attempts to take advantage of boosting by building a 
hierarchical framework where agents at the lowest level may 
only have a partial view of the system. Agents at the lowest 
level are trained using decision stumps based only on the 
feature set available to them. Agents higher up in the hierarchy 
are trained, not based on their observations, but using the 
classification results of the corresponding agents one level 
down in the hierarchy. Training in the proposed system is 
hierarchical and tightly coupled amongst agents as the 
classifiers are inter-dependent. The hierarchical learning 
system is not suitable to address security concerns as the 
system is built upon the assumptions that the agents are 
members of the same team, thus ignoring any trust issues. 
Furthermore, the fact that the system is built in a hierarchical 
fashion means that the final decision must originate from the 
root of the structure if it is to take into account the experience 
of every possible agent involved. 

III. BRINGING SENSOR NETWORK COMPUTATION 
TO THE EDGE 

In detailing our approach, we will structure the discussion 
based on the major areas that will constitute our focus. As 
thus, we will start by introducing our vision to enable 
interoperability and reconfiguration of the sensor network 
while pushing node’s computation to the edge to allow support 
for time-constrained applications. Lastly, we will discuss our 
plan of implementing target tracking applications on the 
proposed platform resilient to path-crossing issues. 

A. FPGA and Agent Based Reconfigurable and 
Interoperable Sensor Network  

We have explored the need for sensor nodes to be made 
reconfigurable. Such needs stem not only from the future of 
Sensor Network requirements, but also from our vision of a 
time-shared environment where multiple overlapping 



networks, each with its own set of sensing apparatus can be 
made interoperable to accomplish a task that could not be 
supported by any of the individual networks. Interoperability 
is particularly important in urban settings where proliferation 
of nodes in one area is not an option. With the diversity of 
sensing apparatus of the different networks, the overlay 
network can support a vast array of applications especially 
since it will not be subject to computational restrictions that 
have been imposed on traditional sensor nodes. Bringing 
computation to the edge, will allow the overlay network to 
support application with severe real-time processing 
constraints, such may be the case in vision-based target 
tracking applications. In vision-based target tracking, it is 
crucial that detection of objects occurs as quickly as possible 
and that knowledge of the object’s current location is very 
accurate. What would be the point of using a tracker for on-
line video surveillance if the information being processed 
occurred hours, even minutes ago? We have discussed 
numerous platforms aimed at supporting reprogrammable 
nodes in Sensor Network, through the use of virtual machines, 
script interpreters, or mobile agents. We have shown that such 
proposals generally do not support a service-based approach to 
sensor network. Systems such as Mate, assumes the network 
will only focus on one application at any point in time; 
therefore, the entire network is reprogrammed for any new 
application. While the agent-based systems can allow for some 
interoperability, it is only possible under restrictive 
assumptions such as the use of common communication 
protocols; moreover, it would further require that the networks 
share a common agent system. To address the limitations of 
the systems herein discussed, we propose to develop a new 
framework based on FPGAs and the use of mobile agents to 
achieve a time-shared Sensor Network environment that is 
interoperable, reconfigurable, with the ability to provide 
services to applications and strays away from the “dumb” 
node philosophy common to sensor networks. 

Field Programmable Gate Arrays (FPGA) allows for a 
hardware chip to be reprogrammed in order to support a 
particular application. Our intent is to develop sensor nodes 
consisting of FPGAs; as such we expect our nodes to be 
pricier than traditional sensor nodes. Such an increase will 
refrain the use of the FPGA nodes in traditional Sensor 
Network environments, where nodes are assumed to be very 
cheap and thousands are easily affordable by an individual or 
company for a specific use. However, as an overlay network, 
with computationally powerful FPGA-based nodes, with great 
communication range, only a few number of such nodes need 
to be deployed (see Fig. 1). Being that the overlay network 
will consist of a small set of nodes, collection of such nodes in 
the event of failure or to replace their power source is feasible 
especially in urban settings. Their computational power will 
allow the nodes to react faster to environmental stimuli which 
will prove to be crucial to time sensitive applications. 
Moreover, as FPGAs are reconfigurable, the overlay network 
as a whole can be reconfigured to adapt to changes in the 
underlying networks such as the introduction of a new set of 
nodes or a new communication protocol. The re-

programmability of nodes coupled with the speedup in 
execution are undeniable attractive features of the FPGA 
nodes. The exploitation of such features can easily occur with 
the coordination of multiple individuals or companies to 
deploy such nodes in conjoint areas of interest to share the 
network through deployment of mobile agents. Such agents 
would migrate to the FPGA nodes and harness the data 
available in a fashion that is optimal to the task at hand. 

As evidenced by our discussion thus far, the price of the 
nodes will affect the application domains suitable for our 
model. Being that the price of the nodes might serve as a 
deterrent for users whose applications would not benefit from 
the reprogrammable nodes; our model will thus be unfit for 
Sensor Network applications such as health monitoring. 
However, our model would be of great importance to military, 
urban, environmental and habitat monitoring applications as 
well as any Sensor Network applications that would benefit 
from reprogrammable nodes that can interoperate with 
existing networks. The size of the nodes further limits the 
application domain of our model; however, FPGAs are 
becoming increasingly smaller [22]. Presently, FPGAs are 
available in sizes comparable to the Berkeley motes, which are 
quite popular in the research community. Our model’s 
limitations to specific application domains due to the size of 
the nodes will vary with the size of available FPGAs. 

B. Target Tracking 

Once we have concluded the implementation of our FPGA-
based sensor nodes, we intend to proceed to the introduction 
of a target tracking application based on our design. As such 
the application will be agent-based and will attempt to 
specifically address the path-crossing issue discussed earlier. 
We will attempt to demonstrate that the issue is non-existent 
in a cooperative distributed approach of tracking a target, as 
we will claim that two objects are never crossing from 
different angles at the same point in time. As such, 
coordinating agents should be able to easily recover when a 
tracked object crosses path with another object with identical 
features. We will also study deployment strategies based on 
predicted location of the target for the agents involved in the 
tracking. We envision our target-tracking study to find its 
application in an area such as an airport where a person can be 
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tracked for security purposes. Moreover, a slight modification 
to our application can lead to a search-and-track application, 
where agents can be inserted in the system to locate an object 
or person and monitor the target’s motion. Consider the case, 
in which a parent inadvertently loses track of his/her child in 
an airport for example, agents could be deployed to not only 
locate the lost child but also dynamically direct security or the 
parent to the child. 

In retrospect, our proposal aims at tackling various existing 
issues in a set of diverse fields of study ranging from sensor 
network, to target tracking. A summary of what we hope to 
accomplish follows, highlighting the expected contribution of 
each undertaking: 
• Overlay network to serve as a bridge and allow 

interoperable and reconfigurable sensor network 
environment  

• Mobile agent framework to support the harnessing of data 
in the overlay network based on the needs of applications. 

• Target tracking resilient to path-crossing issues as 
demonstration of the feasibility of this proposal 

IV. MOBILE AGENT SECURITY 

As applications in our proposal will be agent-based, it is 
imperative that we address the expected security concerns 
facing the paradigm. We will thus study agent security by 
focusing on one of the available agent platforms. Aglet is one 
of the numerous platforms introduced to support agent 
development; a pictorial representation of the platform’s 
execution environment is provided in Fig. 2. Aglet is a library 
written in Java, released by IBM to support the development 
of mobile code; the platform is fairly documented, easy to 
install, has received great press coverage, and is currently 
maintained by the open-source community [13]. Furthermore, 
numerous application prototypes have already been introduced 
on the platform [13, 15], thereby making it a suitable choice in 
analyzing the security infrastructure in place to support secure 
agent applications. We have discussed the general 
classification of security threats to agent systems as being 
agent-to-host or host-to-agent. As thus, our intent is to analyze 
the security framework in place in Tahiti, the Aglet server, to 
ascertain that both entities are properly secured. Our study has 
revealed the following vulnerabilities in the Aglet platform: 

• Communication vulnerability established through the use 
of the Dsniff package to intercept agents as they are being 
transmitted from one host to another. This has led us to 
conclude that the Aglet framework cannot satisfy the 
requirement of agents to migrate exclusively to intended 
hosts. 

• Data vulnerability has not been addressed in the Aglet 
framework. While there is no acclaimed solution to the 
issue, it is imperative that users be able to determine if 
their data has been tampered with, and determine the 
malicious host 

• Resource vulnerability determined through analysis of the 
lifecycle of agents in the environment. Through 
seemingly normal transition of states, agents can wreak 
havoc in hosts through repeated state transitions such as 
cloning. 

Details on the aforementioned studies can be found in [13]. 
Based on the results of our experiments, we have thus 
undertaken the task of addressing agent security which 
resulted into the introduction of a new server namely Secure 
Aglet Server (SAS). The following subsections detail our 
contribution thus far to address agent security from both a 
centralized and a distributed standpoint. 

A. Centralized Agent Security 

The Communication Layer of Aglets makes use of an 
unsecured protocol, thus leaving the framework open to a 
range of attacks, which we intend to address in our research. 
The current industry standard in addressing communication 
security being SSL, keeping in line with our intent of fostering 
the adoption of agents in commercial applications, we opted to 
implement SSL in Tahiti, using the Java Secure Socket 
Extension (JSSE). Through the use of SSL sockets, we have 
endowed the Aglet framework with the ability to communicate 
over secure channels capable of authenticating the parties 
involved, refusing unsecured connections and adjusting the 
security level on the channels. Through the availability of SSL 
in SAS, administrators will gain control of the level of security 
enforced on network links; most importantly, it provides a 
standard solution trusted in the industry to handle secure 
communication. 

Granting Aglets the ability to detect tampering with their 
data required extended functionalities of the server. The 
Runtime Layer of SAS is extended to support the creation of 
Message Digests using the Java Cryptography Extension 
(JCE) as well as the ability to digitally sign objects. We 
provide Aglets with a java class library that implements the 
concept of Read-Only data. With the new functionalities of 
SAS in place, the library obtains a signed copy of the message 
digest computed by the host along with the host’s certificate. 
An Aglet can retrieve the message digests stored by the library 
and use the corresponding certificate to ensure that its data has 
not been tampered with. The introduction of computed 
message digests and digital signatures in the Runtime Layer of 
SAS provides Aglets with the capability of detecting active 
malicious hosts in the agent’s itinerary. 

 

Fig. 2: Aglet Execution Environment 



Dealing with the possibility of an Aglet overusing the 
resources of a host through seemingly normal transition 
between its lifecycle states (see Fig. 3), requires the design of 
a scheme to not only specify and track the resources in use by 
an Aglet but also to take proper actions once an Aglet attempts 
to overuse the host’s resources. The design of such a scheme 
led us to the introduction of a MonitorAglet in SAS. The 
MonitorAglet tracks the number of instances of an Aglet, 
based on the Aglet’s properties such as the corresponding ID, 
to ensure that the specified limit is never exceeded. Within the 
scope of SAS, we define instances as the instantiation of an 
Aglet or Message object. Furthermore, an Aglet B is an 
instance of an Aglet A if and only if one of the following is 
true  
• B belongs to the same resource object as A  
• A has created, retracted, or activated B  
• B is a clone of A. 

Once an Aglet has reached its instance limit, the 
MonitorAglet prevents the creation, activation, or retraction of 
any other instances of the Aglets in the system until one of the 
instances has been deactivated, dispatched, or disposed of. As 
we attempt to protect hosts against malicious agents, we have 
introduced powerful capabilities to the Aglet framework. It is 
now possible to limit the number of instances of an Aglet 
executing on a host, thereby preventing the attack described 
earlier. 

In addressing centralized agent security, we have introduced 
a new agent server, namely SAS, endowed with secured 
communication, ability to detect tampering of agent’s data 
along with prevention of over-usage of host’s resources. The 
interested reader is referred to [13] for further details on the 
aforementioned schemes. 

B. Distributed Agent Security 

The introduction of the following security scheme stems 
from the realization that agents interact in a distributed 
environment; hence, similarly, agent security needs to be 
validated in a distributed manner. As hosts monitor agents, 
data regarding the actions of the agent can be recorded. Our 
work is based on the assumption that there is a relationship, 
though not clearly defined, between the actions of an agent 
and the intent of such agent; whether the intent is malicious or 
not. The definition of the set of actions that can help determine 

whether an agent is malicious will vary from one host to 
another and such actions are herein referred to as threatening 
actions. The consistent fact will remain however, that a 
malicious agent on one host is highly likely to represent a 
threat to the security of future hosts. Due to the variation in 
what constitutes a malicious agent, the proposed scheme relies 
on supervised learning thereby allowing flexibility in 
identifying potential threats. 

Our approach in tackling the problem is through the 
introduction of a variation of the Boosting-learning algorithm, 
here forth referred to as DASAC. In order to determine 
whether an agent is malicious, DASAC relies on collaboration 
between the current host and past hosts visited by the agent. 
The current host acts as a decision maker (DM); every hosts 
including the current one act as base learners. We attain the 
required flexibility by allowing each host in the system, as 
base learners, to be trained independently and based on 
different feature sets. The base learners are trained as follows: 
• Implement a binary classifier, which can be a decision 

tree or any other classifier, where 1 is the class of 
malicious agent and -1 otherwise. 

• Train the classifier using a sample data set with the 
threatening actions of the host as the various features of 
each training instance. 

Note that each host in the system may serve as a base 
learner and as a decision maker depending upon its 
contribution to the current decision-making process. The base 
learners, being trained independently, may implement various 
classifiers depending on the host’s administrator. Furthermore, 
the feature set used by each hosts may differ, a discussion on 
what feature set could be used is provided in [14]. 

Within DASAC, classification of an agent by the decision 
maker is based on the following steps: 
• If the host has had prior experience with the agent, the 

base learner of the host is used to classify the agent; else, 
the agent is assigned to the default class of 0. 

• Every host in the agent’s history are contacted and asked 
to communicate to the decision maker their classification 
of the agent as determined by their respective base 
learners 

• Using the possibly diverse experiences of other hosts, the 
decision maker determines whether to allow an agent to 
execute or not. 

In essence, a DM forms a hierarchical structure with the 
various base learners of the hosts in the distributed 
environment to thwart attacks. In the final steps, a DM could 
use various techniques to reach a consensus such as majority-
vote. We however recommend a version of weighted sum 
tailored to the problem at hand as specified in (1), where Ψi 
represents the class to which an agent has been assigned by the 
base learner of a host. We allow Ψi to possibly have a value 
of 0 in order to ignore a base learner that does not have any 
information on the agent as such may be the case for the 
learner on the current host. Furthermore, τi, and λi represent, 
respectively, the trust, and confidence levels associated with 
each host being contacted. 

 

Fig. 3: Lifecycle states of Aglets 



The recommended version of majority vote stems from our 
observations of the underlying mechanisms in inter-human 
collaboration. Consider the case where a person, A, asks a 
friend, B, for his/her opinion on a puzzling question; A does 
not blindly believe B’s assertion. Instead, A weighs his/her 
opinion and confidence on the topic with B’s recommendation 
based on two factors; namely, how much does A trust B and 
how confident is B in his/her assertion. Thus, the confidence 
level, in the proposed majority vote scheme, is determined by 
the accuracy of the classifier used in a host and varies between 
0 and 100. The confidence of a host is communicated to the 
DM along with the classification of an agent. The trust level, 
on the other hand, can be defined statically by the system 
administrator of a host based on the reputation of a particular 
remote host. As the definition of trust levels does not carry 
over from one host to another, administrators are free in 
setting the limits of trust values in their systems. 

If an agent is allowed to execute in the system, the decision 
maker keeps track of the actions of the agent. It can then 
periodically attempt to classify the agent and thus adapt to 
agents that may execute malicious code only on specific hosts. 
The frequency upon which to re-classify an agent is left as an 
implementation detail as it will vary upon the requirements of 
a host. 

To provide administrators with hands on control on whether 
or not an agent should be allowed to continue or start 
execution, we introduced the notion of Security Levels (SL) of 
agents. The SL of an agent is defined in (2) as the ceiling of 
the product of its weighted-sum, as computed in Equation 1, 
and the number of security levels in the system (ß). The result 
is divided by ∆, representing the maximum sum of products 

multiplied by the number of cooperating hosts. Note that ∆ is 
always greater than 0 as n takes into account the current host 
as well. 

While the SL could be calculated for all possible value of 
the weighted-sum, one should note that it is not of importance 
when the weighted-sum is 0 or less as such agents have not 
been classified as malicious. Using the SL, the system can be 
made to be semi-autonomous, requiring human assistance 
once a threshold has been reached. Agent-human interaction 
can further increase the efficiency of the system as the agent 
can be made to adjust its classifier based on such interactions. 
Thus, DASAC may decide to use the collected data about an 
agent, classify it based on its interaction with an administrator 
and inserts the information in the pool of training data. The 
classifier can be periodically retrained thereby leading to an 
adaptive security system. Details regarding DASAC, its 
implementation in SAS along with experimental results are 
provided in [14]; the interested reader is referred to the work 
for a deeper understanding. 

Addressing distributed agent security has resulted in the 
introduction of DASAC harnessing the ability of agents to 
learn and collaborate in order to protect hosts in the 
environment. The introduced framework builds on the idea of 
boosting to allow host protection from malicious agents based 
on the agent’s reputation in the system. Moreover, the 
framework introduces the notion of security levels to allow 
human-agent interaction in rendering a robust and flexible 
security system. 

V. CONCLUSION 

Completion of the herein discussed work is expected to 
produce a new FPGA-based mobile agent platform for 
reconfigurable sensor network. The introduced platform will 
allow for pre-existing network to interoperate towards the 
accomplishment of novel tasks. As the introduced nodes will 
be more powerful, and provide support for mobile agents, the 
system will be apt in supporting distributed applications with 
real-time processing constraints. Furthermore, by bringing 
computation to the edge and allowing interoperability, the 
concept of services can be available on the nodes to be 
harnessed by agents based on their needs. The availability of 
services will reduce the size of migrating agents, while the 
overlay network will reduce relayed communication from one 
node to the next. Our test-case implementation of a mobile 
agent target tracking application for the proposed work will 
allow us to study the path-crossing issue discussed earlier. 
Furthermore, we have already secured an agent platform, 
namely Aglet, to allow secure deployment of agent 
applications. The secured platform addresses agent security 
from both a centralized and distributed standpoint. 

Our main contribution to the field will include not only the 
introduction of an interoperable and reconfigurable agent-
based platform; but also we will have addressed the path-
crossing issues existing in target-tracking applications. To the 
best of our knowledge, our work will represent the first such 
work both in terms of our approach to reconfigurable sensor 
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network and to the avoidance of losing a tracked target as it 
crosses path with another object with similar features. 
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Abstract-Real time event detection is a common 

requirement in any time critical application like Human 
centric applications, Robotics, Precision Agriculture, Military 
and Medical applications etc.  Sensing an event means to 
identify its time of occurrence, place and magnitude. Real time 
event detection is to sense and communicate the same to the 
Decision Supporting System (DSS) at the minimum possible 
time duration. Monitoring, identification of events requires a 
continuous sensing, processing and communicating the 
information either in a partial or fully distributed environment 
and is a challenging issue. In order to tackle the above 
challenge Wireless Sensor Networks (WSNs) provides a cost 
effective and efficient solution. In the proposed work the 
system is designed for real time event detection using WSNs. 
The system will continuously monitors and identifies the event 
of occurrence at any point of time, place and its magnitude. 
The detected events are processed and communicated through 
the sensor networks by taking shortest path and reliable nodes 
to reach the DSS. The proposed system is simulated by using 
TinyOS for WSN with necessary environmental, system and  
networking parameter for real time event detection. 
Simulation results are taken to evaluate the performance of the 
proposed system with respect to event sensing and its 
magnitude. 

I. INTRODUCTION 

Event detection is well specified time bound along with the 
place and the magnitude of the event based on the situation 
in a given environment are the major issues in real time 
system design at the decision making point. The complexity 
of these issues still increases in distributed systems, for 
example medical, habitat monitoring, military, agriculture 
applications. The application providing such services 
requires the real time event detection for central Decision 
Support System (DSS). 
Recently developed and well established Wireless Sensor 
Networks (WSNs) having a wide variety of applications and 
systems with various requirements and characteristics have 
shown effective results for event detection. The 
complexities of such network design for real time event 
detection have increased with respect to hardware and 
software. Integrating sensor nodes for event sensing and 
supporting network for information processing and 
communication infrastructures to form wireless sensor 
networks will have a significant impact on real time event 
detection.  
Wireless Sensor Networks are usually a large number of 
sensor nodes, which are tiny, compact and low cost 
embedded devices, which can be readily deployed in various 
types of unstructured environments within predefined and 
specified area. Each node of the network consists of three 
components: a variety of sensors to acquire information 
about the observed space, a low range wireless transceivers 

and a computing system having highly resource constrained 
networking system. Efficiency of such systems would 
improve by providing distributed, localized and energy 
efficient techniques and a set of well-defined protocols. In 
this work we have proposed a system for real- time event 
detection for decision support system to monitor and detect 
the event of occurrence at any point of time, place and the 
region of interest. Simulation for the proposed model is 
carried out by using TinyOS to evaluate the performance of 
the system.  
The organization of the paper is as follows. A brief 
discussion on some of the related works is explained in 
section II. Section III explains the concept of real time 
system. The description of the proposed system for real time 
event detection using Sensor Network simulated by TinyOS 
simulator (TOSSIM) is narrated in section IV. Simulation 
and results are described in section V and concluding 
remarks are given in section VI. 

 

II. RELATED WORKS 

In this section a brief discussion on the related works 
pertaining to real-time systems and its applications in WSNs 
are discussed. Wireless Sensor Networks for In-Home 
Healthcare [1] and its Potential and Challenges is presented. 
The data will be collected and reported automatically there 
by reducing the cost and inconvenience of regular visits to 
the physician. Real-Time Target Tracking Using Wireless 
Sensor Networks VigilNet [2] a large-scale sensor network 
system, which tracks, detects and classifies targets in a 
timely and energy efficient manner is proposed. The use of 
non-destructive bit-wise arbitration on the MAC layer [3] 
for real-time message ordering in wireless sensor networks 
is presented. In Sensicast [4] Wireless Sensor Network 
system is used for pharmaceutical and life sciences facilities 
which provide accurate monitoring of temperature, humidity, 
and other key data in their facilities is presented. RAP, a 
Real-Time Communication Architecture [5] for Large-Scale 
Wireless Sensor Networks, provides convenient high- level 
query and event services for distributed micro sensing 
applications performing real time monitoring and control. A 
Real-Time Communication Protocol for Sensor Networks 
are proposed in [6] for providing real time communication 
services.  Real-time Power-Aware Routing Protocol [7] in 
Sensor Networks, which achieves application-specified 
communication delays at low energy cost by dynamically 
adapting transmission power and routing decisions, is 
presented. Wireless Sensor Networks for Monitoring of 
Large Public Buildings [8] can be deployed for monitoring 
the real time response of structures to strain and ambient 



vibration, monitoring and controlling of indoor environment, 
and helping in extreme event response are given. Wireless 
Sensor Networks for Ecology [9] to facilitate the collection 
of diverse types of data (from temperature to imagery and 
sound) at frequent intervals—even multiple times per 
second—over large areas, allowing ecologists and field 
biologists to engage in intensive and expansive sampling 
and to unobtrusively collect new types of data is presented. 

III. REAL TIME  SYSTEMS 

In Real time systems [10] timeliness is as important 
parameter as the correctness of the outputs. Such real time 
system design and analysis is a complex issue and requires 
an application specific time bound and varies drastically as 
per the user, system and resources involved in the 
application. The information accessed from the event of 
occurrence need to be processed at a regular and timely rate. 
For example an aircraft uses a sequence or stream of 
accelerometer pulses to determine its current position, in 
addition, other systems require a rapid response to events 
that are occurring at non regular rates, such as an over 
temperature failure in a nuclear plant. In some sense it is 
understood that these events require real time processing. 
The system logical correctness is based on both the 
correctness of the outputs and their timeliness and often is 
reactive or embedded systems. Reactive systems are those 
that have a continuous interaction with their environment. 
Example: a fire control system that constantly reacts to 
buttons pressed by a pilot. In designing such real time 
systems embedded hardware circuits are used to take real 
time decision at the DSS. Real time systems can be 
classified as soft real-time systems – that is, systems in 
which performance is degraded but not destroyed by failure 
to meet response time constraints. Hard real-time systems, 
where failure to meet response time constraints leads to 
system failures. The applications involving distributed 
environment with event detection time, the place of 
occurrence of the event and its magnitude are important 
parameter to be considered. The design and analysis of such 
system is a challenging issue. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

IV. PROPOSED MODEL 

In this section we have described a proposed a system for 
real time event detection for decision support system to 
monitor and detect the event of occurrence at any point of 
time, place and the region of interest. The information is 
processed and stored in the processor unit, which will have a 
minimum computation capability and could be able to 
communicate to a shorter distance range. Each processing 
unit has minimum resources like memory, battery power, 
and transceiver with short communication system. This tiny 
processing unit is spread over the region of interest. They 
form a self organized network and could be able to 
communicate by using simple communication protocol. A 
typical real time event detection system with sensor network 
is as shown in figure1. It consists of mote having sensing, 
processing, transceiver and power units. The physical 
environmental event data is accessed by the sensor present 
in the mote. This data is given to the analog to digital 
converter for converting the analog signal to digital signal. 
This digital data is given to the processor. The processor 
processes the data depending on the application requirement. 
The processed data is then transmitted over the transceiver 
to the sink. The sink then sends the data to the central 
control system or DSS.  
The simulation model for the event detection using TinyOS 
is as shown in figure 2. In this proposed model the 
magnitude of the event is identified by the threshold fixed 
for each sensor node which could be controlled from the 
central control unit.  End access event time and their 
magnitude can be controlled by communicating threshold 
values, values, synchronous and asynchronous monitoring 
commands to the sensor node at any critical region of 
interest. In this system each individual sensor node, 
processing unit and sink could be programmed as and when 
the decision making and the parameters need to be changed. 
For example, to identify different thresholds at any region, 
we can change the magnitude at which the sensor should 
identify the corresponding magnitude of the event. The 
region of interest can also be changed accordingly along  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1 A typical real time sensor network model 
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with sampling rate, synchronous or asynchronous the 
proposed system should be able to control the parameter 
which needs to be monitored depending on the application 
and their event that is necessary for Decision Support 
System. 

 
 
 
 
 
 
 
 

V. SIMULATION AND RESLULTS 

The TinyOS simulator has been configured for the proposed 
system using components, interfaces, command and event 
handlers etc. and using available sensors. Each of the 
components are tuned to the parameter defined in the 
proposed model like different thresholds and different 
sensor nodes with proper interfacing among the sensor. The 
individual components are written using NesC. This 
proposed system has been tested to evaluate the 
performance in terms of real time event detection 
parameters like threshold values, event of occurrence and 
traffic flow in the system for synchronous and asynchronous 
monitoring. The available sensor on the TOSSIM is used to 
collect the data.  Simulation experiments are carried out 
rigorously by taking different number of nodes in sensor 
networks.  The simulation program is run for many 
iterations and for different sampling rates. The values 
sensed by the sensor for sampling rate 250ms is as shown in 
the figure 3. 
The number of messages sensed by the mote for different 
sampling rates 250ms, 500ms and 750ms is as shown in the 
figure 4. From the result it shows that as the sampling rate 
increases the number of sensed messages also increased. 
Therefore the number of messages transmitted also 
increases. This increases the traffic transmission delay and 
processing time etc. But as the sampling rate increases the 
accuracy in reading the data also increases. We have set 
different values of thresholds at sensor node, before they 
start sending the event data. The number of messages sent 
for different values of thresholds for a particular value of 
sampling rate is shown in figure5. We can see that as the 
threshold value increases the messages transmitted is 
decreased, thus the traffic is also decreases in turn the 
transmission delay. Thus we can send the real time data to 
the end system i.e., DSS effectively.  Also it is observed that 
from this the system could identify the event of occurrence, 
place and its magnitude for real time decision making. 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

VI. CONCLUSION 

In this work we have proposed a system for Real time event 
detection for Decision Supporting System using WSN. The 
simulations are carried out to evaluate the performance of 
the proposed method with respect to different parameters of 
sensor networks and applications requirements. The 
proposed system is simulated by using TinyOS for WSN 
with necessary environmental, system, networking 
parameters for real time event detection. Simulation results 
are taken to evaluate the performance of the proposed 
system for event detection. This method of implementation 
would give scope for more understanding the real time 
behavior of  system parameters of WSN and environmental 
parameters to enhance the operational efficiency. 
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Abstract— It is well known that both the IEEE 802.15.4
wireless standard for low power, low data-rate sensor networks,
and the IEEE 802.11 wireless local area data networks, operate
in the 2.4GHz industrial, scientific and medical (ISM) band. If
the networks are in physical vicinity of each other to cause
packet interference, most often, it is the 802.15.4 traffic that
is adversely affected given the low operational output power of
802.15.4 nodes. In this paper, we undertake a theoretical study
on the effect that 802.11 nodes have on the channel utilization
capacity of an 802.15.4 network. We suggest what parameters
in an 802.11 network can be adjusted dynamically so as to
optimize channel/bandwidth utilization of the 802.15.4 network
while at the same time minimizing interference. We also present
the results of MATLAB simulations of our theoretical framework.

I. INTRODUCTION

The IEEE 802.15.4 wireless standard addresses the medium
access and physical layer (MAC/PHY) needs of low data-
rate, low-power wireless sensor networks (WSN) or personal
area networks (PAN). Its operational frequency includes the
2.4GHz industrial, scientific and medical (ISM) band to facil-
itate worldwide availability. Given the high costs of deploying
and maintaining a wired infrastructure, and in contrast, the cost
of IEEE 802.15.4 radio chips rapidly plummeting in recent
years, WSN-based applications are becoming increasingly
ubiquitous across a range of vertical market segments includ-
ing building automation, industrial automation, and remote
vital-sign monitoring of patients through wearable sensors. At
the same time, the ISM band is also occupied by enterprise-
level, wireless local area data networks (based on IEEE
802.11b/g standards, also referred to as WiFi), the numbers
of which continue to explode. IEEE 802.11[1] is the de
facto standard for wireless LANs in the market today with
approximately 213 million WiFi chipsets shipped in 2006 [20].
Shown in Figure 1 [10] (is the channel layout of IEEE 802.11
and IEEE 802.15.4 respectively

As can be seen from Figure 1, IEEE 802.11 has 11 channels
(1 through 11 between 2.401 GHz and 2.473 GHz each with
a bandwidth of 5 MHz and an interchannel spacing of 5
MHz), while IEEE 802.15.4 has 16 channels (11 through 26
between 2.4 GHz and 2.4835 GHz each with a bandwidth of 2
MHz and an interchannel spacing of 5 MHz). Clearly, there is
significant overlap between most of the channels offered by the
two standards. Furthermore, unlike IEEE 802.15.4 networks,

Fig. 1. Channel layout in IEEE 802.11 and IEEE 802.15.4 wireless standards.

WiFi networks involve large data-rates and high power; typical
operating power of an IEEE 802.15.4 node is 0 dBm [5],
[12], while that of a WiFi node is 30 dBm [1]. As a result,
an 802.15.4 node operating in a channel, say channel 1, in
the vicinity of an 802.11 node, will effectively be drowned
out as a result of the massive disparity in operating powers.
Thus, given the possible interference between 802.15.4 and
802.11 networks in close proximity of each other, the issue
of managing the co-existence of these networks is crucial in
order to maintain the quality of service requirements of the re-
spective applications, particularly IEEE 802.15.4 applications
given their low power output.

Most approaches to addressing this co-existence issue in-
volve a channel utilization strategy, i.e., the networks operate
on distinct channels that are spaced further apart in frequency
and do not overlap. As shown in Figure 1, if the two networks
operate on so called “clear channels”; channels 1, 6, and 11
for WiFi networks, and channels 15, 20, 25, 26 for 802.15.4
networks, there will be no interference. While this strategy
does indeed result in co-existence, we argue in this paper that
this may not be an efficient strategy in terms of available
channel and bandwidth utilization, especially as the number
of WSN/PAN and WiFi networks increase in the vicinity of
each other. What we need is a dynamic adjustment of the
IEEE 802.15.4 and IEEE 802.11b/g parameters as a function
of interference in order to achieve co-existence and at the same



time optimize channel and bandwidth utilization.
As a first step towards achieving this goal, in this paper, we

analytically study the effect WiFi nodes have on the channel
utilization capacity of an 802.15.4 network. We then suggest
what parameters in an 802.11 network be adjusted dynamically
so as to optimize channel/bandwidth utilization of the 802.15.4
network while at the same time minimizing interference.
We also present the results of MATLAB simulations of our
theoretical framework.

The rest of this document is organized as follows: In
Section II, we report on the related works. In Section III,
we give background information on IEEE 802.15.4 and IEEE
802.11 internal mechanisms. In Section IV, we illustrate
our throughput analysis and in Section V, we present our
numerical results simulated. And, finally, in Section VI, we
convey possible future work directions.

II. RELATED WORK

802.15.4 has been analyzed before for throughput perfor-
mance. [16] analyzes the slotted-CSMA version using the
Markovian chains as the authors in [3] perform for 802.11.
Similarly, [17] focuses on the unslotted-CSMA version. Yet,
unslotted-CSMA has been analyzed before in the seminal work
[15] which assumed aggregate Poisson arrival of packets. In
our work, also, we use this model for our analysis.

Even though the number of works in this area is not signif-
icant, WLAN-WPAN coexistence issues has been addressed
before. [7], [13] study the WLAN effect on Bluetooth links.
[11] determines the best 802.11 channels to use in order
to minimize the 802.11 effect on 802.15.4 traffic. WLAN
performance under WPAN traffic is analyzed for Bluetooth
traffic [8] and for 802.15.4 [9].

802.15.4 performance under 802.11 traffic is analyzed in
[18] from packet error rate perspective only. In [19], it is
shown experimentally that in case of overlapping channels,
more than 92% of WPAN frames are destroyed by WLAN
traffic. Similar results are obtained in [6].

III. BACKGROUND

A. IEEE 802.15.4

IEEE 802.15.4 is the wireless standard developed for ultra-
low power, low rate wireless personal area networks (WPANs).
IEEE 802.15.4 standard defines the physical and medium
access control layer characteristics for WPANs and leaves the
other layer details to the users. In addition, as the ZigBee [22]
effort that is supported by the industry for standardizing the
infrastructure for low-power applications adopted the 802.15.4
standard for their physical and medium access layers, the
importance of 802.15.4 standard is escalated. In this section,
we give a brief introduction to the 802.15.4 standard, for more
information please see [4] and [23].

IEEE 802.15.4 physical layer defines two different options
for communication: 2.4 GHz and 868/915 MHz. 868 MHz
band is available in Europe whereas 915 MHz is available
in the United States; 2.4 GHz is available worldwide. Both
of these choices use Direct Sequence Spread Spectrum for

Data Code Modulation Symbol Bits/
Rate Length Rate Symbol

1 Mbps 11(BarkerSeq.) BPSK 1 MSps 1
2 Mbps 11(BarkerSeq.) QPSK 1 MSps 2

5.5 Mbps 8 CCK QPSK 1.375 MSps 4
11 Mbps 8 CCK QPSK 1.375 MSps 8

TABLE II
IEEE 802.11B DATA RATE CHOICES.

modulation. Table I summarizes features of different physical
layer choices. Notice that the lower data rate physical choice
has better receiver sensitivity because of its lower bit rates.

IEEE 802.15.4 medium access mechanism utilizes the very
well known CSMA/CA algorithm very similar to 802.11 MAC
layer but without the RTS/CTS support because of the low data
rate requirement for WPANs. There are two modes defined by
MAC protocol:

• Beacon-enabled Mode In this mode, the coordinator
periodically transmits beacons in order to synchronize the
wireless nodes and identify the PANs. Two subsequent
beacons define a beacon superframe during which the
wireless nodes can transmit. A superframe is divided
into two parts: Contention Access Period, during which
the sensors nodes content to access the channel, and the
Inactive Period, during which the transmissions are not
allowed and the wireless nodes are expected to stay idle
and they can execute sleep states. In this mode, wireless
stations use slotted CSMA/CA.

• Beaconless Mode In this mode, there is no synchro-
nization among nodes and the devices use the simple
unslotted CSMA/CA method.

In the rest of this document, we use the terms 802.15.4 and
IEEE 802.15.4 interchangeably.

B. IEEE 802.11

IEEE 802.11 is the standard specification defined for wire-
less connectivity for fixed, portable, and moving stations
within a local area. Similar to its low-power counterpart IEEE
802.15.4 mentioned in the previous section, IEEE 802.11
also defines the PHY and MAC layers for communication.
Unlike 802.15.4, however, 802.11 focuses on higher data
rate communication as this is more common in local area
networks (LANs). Even though there are variations of 802.11
for different purposes, in this document, we focus on the
802.11b as it is the first widely accepted standard. However,
our analysis is easily extendible for other variations as well. In
the rest of this document, we use the terms 802.11 and IEEE
802.11b interchangeably.

802.11 defines four different data rates with different phys-
ical characteristics for diverse environments. Table II summa-
rizes these four different PHY choices. Notice that all PHY
choices defined in 802.11 operate on 2.4 GHz band and share
this band with other traffic such as 802.15.4 and Bluetooth
traffic and with devices such as microwave ovens.
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PHY Band Data Parameters Channels Receiver Sensitivity
Bit Rate (kb/s) Symbol Rate (kbaud) Modulation

868 MHz 868.0-868.6 MHz 20 20 BPSK 1 −92dBm
915 MHz 902.0 - 928.0 MHz 40 40 BPSK 10 −92dBm
2.4 GHz 2.4 - 2.4835 GHz 250 62.5 16-ary orthogonal 16 −85dBm

TABLE I
IEEE 802.15.4 PHY CHARACTERISTICS.

802.11 MAC layer defines two different access schemas:
mandatory contention-based Distributed Coordination Func-
tion (DCF) for distributed access and optional Point Coordi-
nation Function (PCF) which provides contention-free access
to support applications that require real-time service. As PCF
is not widely implemented in the commercial products today,
in this document, we focus on the DCF functionality.

DCF operates as follows: any wireless station ready to trans-
mit, first, senses the channel to avoid collisions. If the medium
is not idle, the station defers the transmission employing a
binary exponential backoff schema. If the medium has been
idle for longer than the DIFS (DCF interframe space) amount
of time, the transmission can start immediately, otherwise the
station picks a random number from the interval [0,W−1] and
waits this number of idle slots to appear on the medium where
W is the window size and defined as a configuration parameter
(IEEE 802.11b default is 32). If transmission attempt is
unsuccessful, the window size is doubled until a predefined
maximum (IEEE 802.11bs default is 1024) and the process is
repeated until the maximum retry count is reached, after which
the upper layers are reported about bad channel conditions. In
order to avoid channel capture, each successful transmission
is followed by a backoff operation.

In 802.11, each transmission packet is acknowledged by the
receiver after SIFS (short interframe space) amount of time.
In order to give higher priority to acknowledgement packets,
SIFS is smaller than DIFS.

IV. THROUGHPUT ANALYSIS

Figure 2 illustrates the deployment schema we are assuming
in this document. In this deployment, there is a wireless sensor
network using 802.15.4 as its communication schema with
constant mean packet arrival rate and there is a WiFi node
which transmits 802.11 packets according to a packet arrival
rate with constant mean. In order to model this deployment,
we considered the distance between the 802.11 node and the
center of the sensor network. Indeed, for large number of
sensors deployed densely in a region, intuitively, the average
interference amount can be calculated using the distance
between the interferer and the center of interference region.

A. Interference Analysis

The interference analysis based on extensive field trials of
IEEE 802.15.4 network operation in the presence of 802.11
traffic have been reported in literature [14], [10]. In these trials,
different 802.15.4 channels were chosen and the resulting
performance (measured in terms of packet delivery success

Fig. 2. Heteregenous Networks deployment schema.

rate and percentage of duplicate packets) in the presence of
802.11 nodes were examined.

The packet delivery rates clearly show that when the
802.15.4 and 802.11 channels overlap, packet delivery rate
of 802.15.4 nodes is reduced from 100

Thus, as pointed out in the Introduction, the results in
[14], [10] do confirm that the interference 802.11 nodes in
close proximity have on an 802.15.4 network is minimal or
non-existent when the networks operate on non-overlapping
channels, or when the physical distance between two networks
is large.

B. Channel Utilization

Let G11 denote the arrival rate of packets belonging to
802.11 traffic, including the retransmissions for this class; and
similarly let G15 denote packet arrival rate of 802.15.4 users.
Packet lengths of 802.11 and 802.15.4 are denoted as τ11 and
τ15 respectively.

If we assume that the packet generation is close to expo-
nential distribution, then, the probability that, for instance, an
802.11 packet does not arrive for T amount of time can be
approximated as Pidle,11(T ) = e−G11T .

The transmission schema can be analyzed through five
different events as shown in Figure 3:

1) T1 =A successful 802.15.4 transmission.
2) T2 =A successful 802.11 transmission.
3) T3 =An 802.15.4 packet collided with an 802.11 packet.
4) T4 =An 802.15.4 packet collided with another 802.15.4

packet.
5) T5 =Idle time spent between two 802.15.4 packets.
Then, the channel utilization for 802.15.4 traffic can be

represented as
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Fig. 3. Possible events that might occur on the medium.

S =
T1

T1 + T2 + T3 + T4 + T5
(1)

If a is the propagation delay, then a successful 802.15.4
transmission depends on the fact that, no other 802.15.4 nodes
sample the medium for a amount of time and no 802.11
traffic is generated during the transmission. First probability
is e−aG15 and the second probability is e−G11τ15 , then

T1 = τ15 ×G15 × e−aG15 × e−G11τ15 (2)

802.11 successful transmission time can be calculated by
using the packet generation rate directly. Notice that regard-
less of the collision probability, if a 802.11 packet is on
the medium, the channel medium is wasted from 802.15.4
perspective. Hence, we can merge the second and third events
as a 802.11 overall transmission. This value can be directly
calculated using the packet 802.11 arrival rate.

T2 + T3 = G11 × τ11 (3)

Fourth event represents the cases where two 802.15.4
packets collide. Notice that a similar analysis for unslotted,
nonpersistent CSMA analysis already made in [15] which is
based on the assumptions undertaken in [2]. However, as the
802.11 traffic already considered in the second and third evets,
we should exclude it here. Hence, the average duration of
802.15.4 collision is

T4 = G15 × (1− e−aG15)× e−(τ15+a)G11 ×[
τ15 + a+

1
G15
×
(
a− 1

G15
(1− e−aG15)

)]
Finally, the average amount of time that the medium is idle

is 1
G15

in case of 802.15.4 traffic only. If there is 802.11 traffic
present at this moment, it counts towards the second event,
hence, these cases should be ignored. Then,

T5 = (
1
G15
− τ15)× α× e−G11α( 1

G15
−τ15) (4)

where α is the normalization factor for changing values of
G15.

Fig. 4. 802.11 Packet exchange schema.

C. Channel Access Times

A typical 802.11 transmission schema consists of a packet
transmission and a corresponding acknowledgement and SIFS
amount of time between these two as seen in Figure 4. The
user also waits the medium to be idle for DIFS amount of
time. However, from our perspective 802.11 traffic occupies
the medium during the transmissions only, i.e. for a duration
of packet and acknowledgement transmissions. For the sake of
simplicity, we will assume that during a 802.11 transmission,
channel will look busy even during the SIFS amount of time
mentioned above. Hence,

τ11 = Tx + TACK + SIFS (5)

ACK size for 802.11b is 38 bytes and SIFS is 10µs. If the
packet size for 802.11 traffic is L11 bits and the 1 Mb/s data
rate is assumed then,

τ11 = (L11 + 38 + 10) = (L11 + 48)µs (6)

If TCP/IP default value of 1500 bytes is used, τ11 =
12048µs.

In order to calculate τ15, we should consider only the packet
transmission time itself with the assumption that acknowl-
edgement option is turned off. As 802.15.4 data rate is 250
kb/s, if the TinyOS [21] default value of 38 bytes is used,
τ15 = 38∗8

250 = 1216µs.

V. NUMERICAL ANALYSIS

In order to understand the effects of 802.11 traffic on
802.15.4 throughput, we numerically simulated the above
functions in MatLab. In this section, we report our findings.

A. Performance Analysis of Heterogeneous Networks

In our first experiment, we report on the effects of 802.11
packet generation rate on the performance. In Figure 5, we
see that as the packet generation rate of 802.11 increases, as
expected, the channel utilization of 802.15.4 decreases greatly.
Notice that. as the packet generation rate of 802.15.4 increases,
this diminising effect becomes more and more acute.
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One interesting result is that when the packet generation
rate of 802.15.4 nodes is too low, increasing 802.11 packet
generation rate, surprisingly, increases the channel utilization
factor. This anomaly occurs because of the low 802.15.4 traffic
rate and can be explained easily by the fact that the channel
idle time decreases greatly when the 802.11 traffic increases.
Indeed, as can be seen in Figure 6, increasing the 802.11
traffic decreases the sum of 802.11 medium access time and
the idle time for low G15. Under normal conditions, this would
not affect the 802.15.4 channel utilization as 802.15.4 traffic
generation rate is kept constant. However, when traffic rate
of 802.15.4 stations is very low, the anomaly explained in
Figure 8 happens.

Lets say that the top packet generation schema happens
when the 802.11 traffic rate is low where the window size
is t and increasing this rate decreases the window size of
consideration as shown in Figure 6. In this case, the new
window size becomes t′ where t′ = t −∆. Notice that since
G15 is very small G15 × ∆ ' 0 and the number of packets
received in the intervals [0, t] and [0, t′] are the same. Hence,
the amount of throughput received per second in the latter case
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Fig. 7. G15 effect on S. a = 1.

Fig. 8. Channel utilization anomaly.

is G15×t
t′ . Then,

G15 × t
t′

= G15 ×
t′ + ∆
t′

= G15 ×
(

1 +
∆
t′

)
which greatly depends on the ∆

t′ factor and as t′ gets smaller,
this factor starts to get bigger.

In a similar analysis, we looked at 802.15.4 packet genera-
tion effect on channel utilization as presented in Figure 7. As
the graph suggests, 802.11 traffic rate has indeed a huge effect
on channel utilization. As the packet generation rate of 802.11
increases, the channel utilization drop becomes sharper.

As the equations defined above depend on the propagation
delay parameter a, we conducted experiments in order to see
the effect of a on the channel utilization. In Figure 9, we see
this effect for very large propagation delays. Of course, such
numbers are not realistic but this figure confirms the intuition
that as the propagation delay increases, the channel utilization
decreases causing more number of collisions. However, Fig-
ure 10 illustrates that for small values of propagation delay
(which is at the microseconds level for wireless communica-
tion), the channel utilization is independent of the propagation
delay.

Notice that the equations defined in the previous sections
rely on packet generation patterns as well as channel occupa-
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tion times. Hence, for a given traffic pattern, we investigated
the effect of changing the packet length on the channel
utilization. Note that changing the packet length has an indirect
effect on the packet generation rate also. For instance, for a
given traffic pattern G and channel access time τ , if changing
the packet length drops the channel access time to τ/2, this,
essentially means that the traffic pattern also increases roughly
to 2G.

Investigation of the 802.11 packet length variation is il-
lustrated in Figure 11. This figure suggests that, initially,
as the packet length increases for 802.11 traffic, channel
utilization increases since this essentially means to decrease
the packet generation rate of 802.11. However, after some
point, this increase starts to have detrimental effect on the
channel utilization as using larger blocks of accesses yield
to larger but more infrequent gaps for 802.15.4 traffic even
though the cumulative duration of gaps is the same for both
scenarios.

Figure 12 demonstrates a similar analysis for 802.15.4
packet length. Even though this figure suggests using smaller
packet lengths in order to maximize channel utilization, since
lowering the packet length essentially means to increase the
packet generation rate, this modification is not feasible for
wireless sensor network which, generally, have very strict duty
cycle requirements. Hence, we do not consider packet length
adjustment procedures for 802.15.4 in this paper.

IEEE 802.11b standard provides four different modula-
tion techniques to choose from for backward compatibility.
Namely, these modulation techniques support 1 Mb/s, 2 Mb/s,
5.5 Mb/s and 11 Mb/s traffic. The decision for the modulation
technique is solely left to the user and the standard does not
provide a mechanism for this decision. We experimented with
different modulation techniques in order to see the level of
their effects on 802.15.4 channel utilization. As Figure 13
suggests, using the higher data rate modulations increase the
channel utilization as this yields to shorter medium occupan-
cies for 802.11 packets.
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B. Optimal 802.11 Packet Length Calculation

Notice that in Figure 11 the 802.11 packet length change ef-
fect on channel utilization is a parabolic shape suggesting there
is a point in the function which maximizes the output function,
in this case the channel utilization. This shape suggests that
there is an optimal 802.11 packet size choice which maximizes
the channel utilization for given traffic patterns. In order to see
the effect of 802.11 packet size, we further developed another
experiment. For this experiment, we looked at all the 802.11
packet size possibilities for a given packet generation pair,
and calculated the packet size which maximizes the channel
utilization. For instance, in Figure 11 for G15 = 20 and
G11 = 10, the packet length that maximizes S is around 300.
We plotted this function in Figure 14.

Figure 14 suggests that if the packet generation rate of
802.11 is too large than the packet length does not have
any effect on the channel utilization whatsoever, which is
reasonable since the 802.11 traffic would be very dominant on
the medium in such a case. However, for reasonable 802.11
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packet generation rates, we see that according to the 802.15.4
traffic, the optimal 802.11 packet size changes. As can be
seen from Figure 14, as the 802.15.4 traffic increases, it is
always better to use smaller and smaller packets. This, in
fact, is meaningful since the channel would be captured by
the 802.11 traffic for long times if the 802.11 packet lengths
are big. Under these circumstances, it is always better to use
smaller packets and increase the packet generation rates for
802.11 traffic.

Figure 15 presents the channel utilization that is gained
using the optimal packet length found in Figure 14. The gain
calculation is simply

Gain =
Sopt − Snorm

Snorm
× 100 (7)

where Sopt is the channel utilization observed using optimal
802.11 packet length whereas Snorm is the channel utilization
observed using the standard packet length of 1500 bytes.

Notice that for low 802.11 traffic, using optimal packet
length has a huge effect on 802.15.4 performance, and the
channel utilization is doubled for some 802.15.4 traffic pat-
terns. As the 802.11 traffic rate increases, the medium is
captured mostly by this traffic and the outcome of using
optimal 802.11 packet length starts to lose its importance. In
addition, as the packet generation rate of 802.15.4 increases,
the effect of optimal packet length also decreases since, then,
it is not enough to partition the 802.11 access on the medium.

VI. CONCLUSIONS AND FUTURE WORK

In this paper we studied one of the most important and
challenging wireless issues of our time, namely, the co-
existence of 802.11 and 802.15.4 networks beyond a channel
separation strategy. This problem is of particular importance
given the rapid growth of both 802.15.4-based wireless sensing
applications, as well as 802.11-based computer networks; both
operating within an enterprise in close proximity of each other.
The first goal we set out to achieve is to mathematically char-
acterize the effect that interfering 802.11 nodes have on the
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performance (channel/bandwidth utilization) of an 802.15.4
network. Our analysis shows that indeed there are parameters
of an 802.11 network that could be dynamically configured so
as to optimize the performance of an 802.15.4 network without
compromising on the performance of the 802.11 network. The
key contribution of this paper was to show that for moderate
802.11 traffic, there is an optimal 802.11 packet length for
which the channel utilization of any 802.15.4 network in its
proximity doubles when compared with what it would be for
normal 802.11 packet length of 1500 bytes. While this result
may have some practical utility, our future work involves
the extension of the theoretical analysis presented in here
so as to study the performance of an 802.15.4 network as a
function of several configurable parameters of both 802.15.4
and 802.11 networks. Such an analysis will surely facilitate a
robust planning strategy while deploying such networks with
large numbers of nodes in the future where just a channel
separation plan will clearly not suffice.
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Abstract—Efficient and practical communications between 

large number of vehicles are critical in providing high level of 
safety and convenience to drivers. Crucial real-time information 
on road hazard, traffic conditions and driver services must be 
communicated to vehicles rapidly even in adverse environments, 
such as “urban canyons” and tunnels. We propose a novel routing 
protocol in vehicular networks that does not require position 
information (e.g. from GPS) but instead rely on relative position 
that can be determined dynamically. This GPS-Free Geographic 
Routing (GPSFR) protocol uses the estimated relative position of 
vehicles and  greedily chooses the best next hop neighbor based on 
a Balance Advance (BADV) metric which balances between 
proximity and link stability in order to improve routing 
performance. In this paper, we focus primarily on the complexity 
of routing in highways and solve routing problems that arise when 
vehicles are near interchanges, curves, and merge or exit lanes of 
highways. Our simulation results show that by taking relative 
velocity into account, GPSFR reduces link breakage to only 27% 
that of GPSR in the dense network. Consequently, GPSFR 
outperforms GPSR in terms of higher data delivery ratio, lower 
delay, less sensitivity of the network density and route paths’ 
length. 
 

Index Terms—Relative positions, Routing, GPS free, Vehicular 
ad hoc networks, Inter-vehicle communication 
 

I. INTRODUCTION 
N the future, large scale vehicular ad-hoc networks will be 
available to provide drivers with higher level of safety and 

convenience. For instance, multi-hop wireless communication 
between vehicles can enhance ACC (adaptive cruise control) 
systems by enabling rapid adaptation of longitudinal control in 
response to traffic accidents that just occur a short distance 
ahead of it (possibly a few wireless hops). It can also enable 
smart vehicles to react rapidly to braking maneuvers when a 
"hidden" vehicle that is ahead of it by several vehicles is 
braking. Such capabilities will be instrumental in improving 
highway traffic safety. As reported in [12] by the National 
Highway Traffic Safety Administration (NHTSA), in U.S. 
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alone, vehicle crashes on the highway resulted in the loss of as 
many as 40,000 lives and an overall economic losses of more 
than $230 billion. The motivation to reduce accidents on 
highways has sparked increasing interest in research on 
improving vehicle safety through inter-vehicle communication 
using vehicular ad-hoc networks [2, 3, 6], including an effort 
by IEEE on a standard for inter-vehicle communication. 

There are three possible network architectures of vehicular 
networks: infrastructure-based, ad-hoc networks and hybrid. In 
this paper, we focus on vehicular ad-hoc network (VANET) 
architectures because the cost of building such a network is 
very low and it can even operate in the events of disasters. 
Deployment of such networks is flexible and self-organizing. 
The other architectures require infrastructure support which has 
three drawbacks: high operating cost, limited bandwidth and 
symmetric channel allocation for uplink and downlink. There 
have been a number of research efforts on vehicular ad-hoc 
networks. For instance, the medium access control (MAC) 
problem was addressed in [4, 5]. To improve safety and 
commercial services, a multi-channel MAC protocol was 
proposed in [6]. Routing issues were addressed in [1, 2, 3, 7], 
including vehicle-assisted trajectory-based routing protocol [1], 
mobility-centric data dissemination [2] and position-base 
routing [7]. To further solve the local disconnection problem, 
information on vehicle headings can be used to predict a 
possible link breakage prior to its occurrence and then avoid 
routing to an imminent disconnected next hop [3]. 

However, all the above routing protocols rely on the 
positions of nodes and require vehicles to be equipped with 
GPS receivers. Though GPS will become standard equipment 
in vehicles in the future, it may still fail to work if the signals 
from satellites are affected by tall buildings in “urban canyons”, 
tunnels, in bad weather, or when the power is depleted. In this 
paper, we present a GPS-free geographic routing (GPSFR) 
protocol that uses only relative positions of vehicles which can 
be determined dynamically. Based on the relative distance and 
velocity, a new routing metric called balance advance (BADV) 
is designed to balance between proximity and link stability. 
Unlike other route optimization metrics [2, 7], BADV improves 
performance in routing without relying on nodes’ locations. 
Our simulation results of vehicular networks in highway 
scenarios show that GPSFR outperforms GPSR [16], achieving 
fewer link breakage, higher data delivery ratio and low network 
delay.  

The remainder of this paper is organized as following. In 
Section II, we summarize several related work. Then, we 
discuss our motivation and assumptions in Section III. The 
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Relative Position Maintenance (RPM) and routing algorithms 
are described in Section IV. In Section V, we discuss our 
simulation environment and present the simulation results. 
Section VI presents the conclusion and future work. 

II. RELATED WORK 
There are a number of existing techniques for finding the 

location of nodes in wireless ad hoc network, such as Receiving 
Signal Strength Indicator (RSSI), Angle of Arrival (AOA), 
Time of Arrival (TOA) and Time Difference of Arrival 
(TDOA). All of these techniques require nodes to be able to 
measure the distances between itself and the neighbors using 
signal strength or time differences. Therefore, the effectiveness 
of this sort of approaches will rely heavily on the accuracy of 
distance estimation which may be adversely effected by large 
spurious variation in signal strength and time synchronization, 
the absence of line of sight, and specialized signal processing 
hardware or software. In addition, the above techniques require 
anchor nodes whose positions are obtained from GPS. 

A fully distributed, infrastructure free positioning algorithm 
for mobile ad hoc network has been proposed in [8] that do not 
rely on the anchor nodes. However, it is unsuitable for 
vehicular networks for two reasons. First, after determining the 
relative positions of neighbors, each node must change its local 
coordinate system to the network coordinate system. Such 
update overhead increases as the network size increases. In fact, 
it is proven in [9] that the volume of message exchanged in [8] 
increases exponentially with the node density. Secondly, in 
highly mobile vehicular networks, the overhead of updating 
location reference group composed by nodes with lower 
moving speed is significant. Although cluster-based method in 
[9] can generate less communication overheads compared to 
[8], the number of message exchange is still huge because it 
requires coordinate translation of master nodes throughout the 
network.  

A scheme was proposed in [10] which can localize nodes 
through fewer message exchanges. However, the scheme in [10] 
is applicable to ad-hoc networks with less mobility, such as 
sensor networks, but unsuitable for vehicular networks. The 
high mobility in vehicular networks will result in large network 
overhead because of the periodic bootstrapping beacons. The 
number of flooding nodes during the bootstrapping phase will 
increase as network size increases [10]. Relative position is also 
used to warn if a collision is happening by checking the relative 
distance between vehicles [11], but has not been used for 
solving the routing problem.  

Unlike all existing methods, the relative position information 
of nodes in GPSFR can be maintained through only localized 
broadcasting and hence significantly reduces position update 
overhead compared with those that require flooding the entire 
network. In addition, to the best of our knowledge, GPSFR is 
the first method to improve the performances of geographic 
routing in VANET without reliance on nodes’ position. 

III. ASSUMPTIONS 
We focus primarily on vehicular networks in the rural 

highway scenario. A rural highway provides a link between 
urban areas. To determine and maintain neighbors’ relative 
position, each node requires a compass and two directional 
antennas [13] pointing in opposite directions. One antenna is 
for sending/receiving data to neighbors in front of it, and the 
other for those behind it. Other advantages of directional 
antennas are longer radio ranges, reduction in exposed stations 
problems and reduction of co-channel interference. We also 
assume that the coverage area of each antenna is a semi-circle, 
thus the area covered by the two antennas will form a circle. 

IV. ROUTING PROTOCOL 
We now describe the GPS-Free Geographic Routing 

(GPSFR) protocol. This protocol consists of two parts: relative 
position maintenance, which computes and maintains the 
relative positions of neighbors without GPS support and 
routing algorithm, which greedily transmits packets based on 
the novel link metric called balanced advance (BADV).  

A. Relative Position Maintenance 
While moving in the same direction on highways, vehicles 

will construct a linear network, as shown in Fig. 1. Problems of 
vehicles at interchanges and ramps will be discussed later. For 
now, we will just focus on linear networks. In such networks, 
the delivery of packets can be categorized as forwarding or 
backwarding. In forwarding (backwarding), the routing 
algorithm needs only to choose the next hop from neighbors 
that are in the same (opposite) direction as packets being 
delivered. In order to achieve this, each node has to compute 
and maintain the relative positions of all its neighbors. As 
shown in Fig. 1 (a), suppose all nodes from 1 to 6 are neighbors, 
then from node 3’s perspective, node 5 should have a closer 
relative position than node 6. Also from node 3’s perspective, 
the relative position of node 1 should be further than node 2’s.  

 
Fig.  1. Illustration of nodes’ relative positions on straight and curve road. 

 
Suppose the forward and backward directional antennas are 

f_antenna and b_antenna, respectively. If the message arrived 
at one’s f_antenna, then it must be sent by a node in front of the 
receiver; otherwise, it comes from a rear node. Therefore, each 
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node can divide its neighbors into two groups (fgroup and 
bgroup) by checking from which antenna the messages are 
received. For example in Fig. 1, the fgroup of node 3 should be 
{4, 5, 6} and the bgroup is {1, 2}. Even on a curve, as shown in 
Fig. 1 (b), vehicles can also divide neighbors into two groups 
(assume the curve is not very sharp which is reasonable on the 
highway). In addition, we can easily distinguish packets 
received from the vehicles moving in the opposite direction 
because if such message was sent from f_antenna (or  
b_antenna) of nodes moving at the opposite direction, then the 
receiver will obtain it also from the f_antenna (or b_antenna).   

After dividing neighbors into proper groups, each node will 
send such group information periodically. The format of this 
beacon message (called group_update) is: <bgroup, id, velocity, 
direction, fgroup>. If no group_update was received after a 
certain time-out period T, the neighbor will be considered as 
out-of-range and deleted from the neighbor list. Actually, we 
could make GPSFR’s beacon mechanism fully reactive, in 
which nodes will solicit beacons only when they have data to 
transmit. However, we have not felt it necessary to take this 
step since the one-hop beacon overhead does not cause too 
much congestion.  

Although computing the relative positions of nodes are 
straightforward, there is still a hidden neighbor’s problem. 
Suppose vehicle A has two neighbors B and C in front/behind, 
but B and C are not neighbors; then we can say B and C are the 
hidden neighbors of A. For example, as shown in Fig. 2, node 2 
and 4 are the hidden neighbors of node 1.  

 
Fig.  2. Node 2 and 4 are hidden neighbors of node 1. 

 
Fig.  3. There are only small pieces where hidden neighbors may exist. 

 
Since the hidden neighbors are actually not neighbors, then it 

is not always possible to obtain their relative positions through 

directional antennas. As shown in Fig. 3, let the communication 
range of nodes be R and the width of each lane be d. We can 
find that on each lane, there is only a small area where hidden 
neighbors may exist. We denote the length of such area as li, 

TABLE I 
RELATIVE POSITION MAINTENANCE ALGORITHM 

 
Algorithm: Relative Position Maintenance (RPM) 
Input: Message mj <GFj, IDj, Vj, Dj, GBj> received from nj 
Output: Ordered link list Fi and Bi for current node ni 
C: Cache for all recently received messages 
Fi: Ordered link list of neighbors located in front of ni 
Bi: Ordered link list of  neighbors located behind ni 
e: Temp variable holding the element of the ordered link list 
GFi: Neighbors located in front of ni 
GBi: Neighbors located behind ni 
f-antenna: whether message received from f antenna 
Interval: Period of beaconing message 
1. if(mj is not in C) then 
2.     if(size of mj == 2&&Di==Dj) 
3.         if(f-antenna) then 
4.             add IDj into GFi; 
5.         else  
6.             add IDj into BFi;  
7.         endif 
8.         exit 
9.     endif 

10.     if (size of mj >=3 && Dj is on clock-wise direction of Di)
11.         drop this msg.  
12.     endif 
13.     add/update the entry of<GFj, IDj, Vj, Dj, GBj>  in C 
/* nj overtake ni */ 
14.     if(IDj is in Bi && f-antenna) then         
15.         e←remove element corresponding to IDj from Bi 
16.         set e as an anchor and reset e’s life time 
17.         e.position←0; 
18.     endif   
/* nj move backwards of ni */ 
19.     if(IDj is in Fi && !f-antenna) then 
20.         e←remove element corresponding to IDj from Fi 
21.         set e as an anchor and reset e’s life time 
22.         e.position←0;  
23.     endif 
24.     if(f-antenna) then  /* add nj into the corresponding list */
25.         Insert(Fi, GFj, GBj, IDj, Vj) 
26.     else                                  
27.         Insert(Bi, GFj, GBj, IDj, Vj) 
28.     endif  
29.     update GFi and GBi by new Fi and Bi 
/* received messages from all neighbors */ 
30.     if(one Interval passed) then 
31.         RPU(Vi, Fi, true) and RPU(Vi, Bi, false) 
32.     endif 
33. else 
34.     reset the life time of element related to IDj in Fi or Bi 
35. endif 
which can be calculated as follows: 
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2 2 22 ( 2) ( 1, 2, , 1)il R R i d i m= − − × = −L    (1) 
 
where m is the number of lanes which is usually from 2 to 6; 
R is 250 meters and d is 3.6 meters, which is the typical width of 
lanes in highways [14]. Then the length of each piece will be 
very short, so the hidden neighbor problem is an unlikely event 
in vehicular networks. Note that the hidden neighbor problem 
also arises when vehicles are side by side, close to an 
interchange or trying to leave the highway. In our protocol, the 
hidden neighbors are not included in the neighbor list, since 
they are only hidden for a short time. 
 

TABLE II 
INSERT A NODE INTO THE ORDERED LINK LIST AT THE PROPER POSITION 

Procedure: Insert(Li, GFj, GBj, IDj, Vj) 
Li:  Ordered link list of node ni 
GFj: Group information of node nj’s front neighbors 
GBj: Group information of node nj’s behind neighbors 
IDj: ID of node nj 
Vj: Velocity of node nj 
added: bool value indicating whether nj is added successfully 
  1. added←false 
2. for all element e in Li do 
/* nj and node e.ID are hidden neighbors */ 
3.     if(e is not in GFj or GBj) then 
4.         exit 
5.     endif 
/* nj and node e.ID are not hidden neighbors */ 
6.     if((e in GFj && Lj is Fi) || (e in GBj && Lj is Bi)) then 
7.             insert < IDj, Vj> into Li at the position just before e
8.             added←true 
9.     endif 

/* Li is empty or nj is the farthest one */ 
10. if(added!=true) then 
11.     append < IDj, Vj> in Li 
12. endif 
13. reset the lifetime of < IDj, Vj> in Li 
            

1) Relative Position Maintenance (RPM) Algorithm 
Within a certain neighborhood, except for those hidden 

neighbors, each node can determine whether or not a neighbor 
is in front of it through the directional antennas. The Relative 
Position Maintenance (RPM) algorithm uses group_update 
message exchanges to compute and maintain nodes’ relative 
positions. As shown in the TABLE I, each node ni will maintain 
two linked lists Fi and Bi. Fi is used to record the front 
neighbors and Bi is for rear neighbors. Elements of each linked 
list are ordered by the nodes’ relative positions.  

If a message is received from nj, then node ni will first check 
whether or not this message is in its cache. If this message 
matches an entry, then there will be no change on nj in the list. It 
just updates the lifetime of node nj in the list. If it is a new 
message, ni will first add/update the message in its cache and 
then arrange nj’s new relative position in the list. Line 2-9 is 
used to deal with the scenario of new vehicles merging into the 
networks, which will be examined later. Line 14-28 arrange 

node nj in the corresponding list. We notice that, if node nj 
overtook ni during the last beaconing period, then the current 
distance between those two nodes may be approximately equal 
to 0. From ni’s perspective, nj will be an anchor node since its 
exact relative distance is now known. In the later beacon 
periods, we can estimate nj’s new relative distance from the 
length of beaconing period and the velocity gap between nj and 
ni. Clearly, the relative distances of anchor nodes are more 
accurate. To calculate others’ relative distances, we propose the 
relative position update (RPU) procedure which will be 
discussed later. 

So far, we have established the relative positions of all 
neighbors, but we do not know the relative distance between 
them. As described above, some neighbors may become anchor 
nodes that have more accurate position. Thus, we can use those 
anchor nodes’ relative distance to estimate other distances. If 
there is no anchor node in the list, then nodes’ distances will be 
estimated to be evenly distributed between each neighbor. 

2) Vehicles at Interchanges 
On rural highways, there will be many interchanges which 

are road junctions that typically utilize grade separations, and 
one or more ramps, to permit traffic on at least one road to pass 
over or under the highway. Vehicles near an interchange do not 
need to stop. However, some vehicles may slow down if they 
are leaving the highway, which will be discussed in the 
following section. Here, we only focus on vehicles at 
interchanges that are not exiting. Let a node, ni, moves through 
an overpass over a road road1. At the interchange, it may 
receive packets from nodes moving on the over-passed road2. 
However, since the directions of those nodes will be different 
from that of node ni, these packets are dropped. To safely drop 
packets, a precondition is that all vehicles are moving on the 
original road, i.e. there is no steering information in the last few 
seconds. To implement this, the packet header will contain a 
flag field that is set if the vehicle steers in the last few seconds.  

3) Vehicles Joining Highways 
Vehicles can join the highways in only two ways: entrance 

paths or ramps of the interchange. Regardless of the type, 
entrances must be located besides the highway at a certain 
angle. That means vehicles on the entrance will have a different 
moving direction compared with those already on the highway.  

Let us assume node nj is trying to join the network, and N 
denotes the set of nodes that were already in the network. To 
join the network, nj periodically sends a join-in message of the 
form <id, direction> until it receives a group_update message 
from responding nodes in the existing networks. After 
receiving the join-in message, each node ni will first check 
whether it is moving at the same direction. If so, they add nj into 
the corresponding group (fgroup or bgroup) and then sent out 
the new group_update message to its neighbors; otherwise, it 
drops this packet. So when fully merged into the highway, nj 
can receive all group_update messages from nodes in N. Hence 
by running the RPM algorithm, node nj determines the relative 
positions and the group information of its new neighbors. Then 
after one beaconing period, all nodes in N will be able to 
arrange nj into the correct link list.  
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In conclusion, vehicles can participate in the network if and 
only if they are already in the network. Thus, vehicles on the 
entrance path or ramp are not considered to be in the network 
and so packets will not be forwarded out of the highway. 

4) Vehicles leaving Highways 
If packets need to be forwarded to the front and the 

forwarder (vehicle) is trying to leave the highway, then this 
packet will go out of networks. To avoid this problem, a backup 
scheme is adopted to send the packet to another rear node. The 
following are the details of this scheme. 

While vehicles make a right turn, two cases may occur: this 
vehicle is on a right-turn curve of the highway, or it is leaving 
the highway. In both cases, packets are both forwarded and sent 
to a rear neighbor. If the rear neighbor is also leaving the 
highway, this backup process continues for a certain threshold 
number of times. Though this backup scheme can avoid routing 
packet out of the network, it still has some overhead while the 
vehicles are moving on a curve. Suppose the backup process is 
repeated k times, then the problem is how to choose a minimal 
k. 

 
Fig.  4. Vehicles moving around an exit of the highway. 

Suppose near the exit of a highway, as shown in Fig. 4, there 
are m cars connected through wireless links and one of them, 
e.g. q, is located at the junction between the highway and exit. 
Then there will be m + 1 possible deployment of these nodes. 
For example, one is in the area A and m - 1 in the area B. If there 
are one or more nodes in the area A, then the packet will pass 
the exit successfully. The problem arises only if there is no 
vehicle in the area A, so the probability of this case will 
be 1

( 1)m +
. Now suppose all m nodes are in area B, and then the 

probability of k continuous nodes leaving off the highway will 
be 1

k
mC

. Therefore, we can obtain that after k times of backup, 

the probability of packet being routed out of the network is: 
1 1

1
k

out k
m

P p
m C

= ⋅ ⋅
+

                         (2) 

where p is the probability that the node leaves the highways ─ 
the largest value for this is 0.5. Now assume we are trying to 
forward a packet through a routing path with n exit junctions. 
Then the probability p of the last exit is 0.5, while the 
probability of the vehicle leaving at the first exit is 1

( 1)n +
. 

Therefore, we can calculate the probability of the packet 
successfully reaching the destination as: 

1
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It should be noted that sometimes mi might be smaller than k. 
In this case, the packet will be routed out of the range. In fact, 
this failure is caused by a network partition, so it will not be 
considered in the performance of routing protocol. In most 
cases, mi will be bigger than k, so the minimal value of Psuc can 
be obtained when m is equal to k. Now we have 
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Let k equals to 3, then the Psuc will be within [0.95, 0.96]. In 
fact, the value of Psuc will increase when k increased. However, 
we believe the value of 0.95 was already large enough for our 
network routing protocol. Therefore, as shown in TABLE IV of 
the implementation, we choose k = 3.  

B. Routing Algorithm 
1) Distance Advance 

In GPSR [16], the current node ni greedily selects one 
neighbor that is closest to the destination as the next hop. The 
implicit goal of such strategy is to maximize the distance 
advance and eventually minimize the total number of hops. Let 
us denote such distance advance (ADV) of a neighbor nj as 

( )

0 ( )

ij
ij i

ij

ij i

d
if d r

rADV
if d r

⎧
≤⎪

= ⎨
⎪ >⎩

                        (5) 

dij is the relative distance between node ni and nj. Whether nj is 
behind or in front of ni, the value dij is always larger than or 
equal to zero. Clearly, the conventional geographic routing 
protocols try to maximize ADV of next hop. 

2) Balanced Advance (BADV) 
Balanced Advance (BADV) aims to avoid choosing an 

unstable node as the next hop while gaining as much distance 
advance as possible. The goal of BADV is to balance between 
large distance advance and good link stability. 

 

(1 ) ( 0, 1)
ij ijv v

d d
j j ijBADV ADV e if v eα α

∆ ∆
− −

= ⋅ + − ⋅ ∆ < =  (6) 

 
Δvij = vj – vi is the velocity difference between nj and ni , and d 
is the distance from nj’s current position to the edge of ni’s 
communication range. Therefore, suppose tj is the time used by 
nj to move out of ni’s range; then a longer tj implies a more 
stable link between ni and nj. If Δvij is less than zero, node nj is 
moving closer towards ni. In this case, we consider the link 
stability as 1 because such link will increasingly become 
stronger until nj move into the different neighbor group of ni. 
Since the beaconing period is 1 – 2 seconds, Δvij within such a 
short time will not change much. Thus, we can trust this value 
for at least one beaconing period. 

Although the concept of BADV is simple, it has many 
benefits in wireless vehicular networks. First, the data delivery 
ratio will be increased because of reliable transmission links. If 
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only distance advance is used, as in GPSR, the link to the 
selected next hop may suffer from a poor quality due to 
increased distance. Second, the hit rate of finding next hop’s 
MAC address from cache table will be increased, so times of 
ARP request and reply will be decreased. Consequently, 
network delay can be reduced because of fewer retransmissions 
due to stable links. Third, fewer changes in the next hop will 
reduce channel switching overhead. For example, if [15] was 
adopted as the MAC protocol, then there will be a huge time 
slot allocation overhead due to the frequent next hop change. 
However, if the data is an emergency message, then GPSFR 
will use the maximal ADV policy by setting alpha as 1, because 
there is more benefit to choose the shortest path than a stable 
one. The detailed routing algorithm is shown below in TABLE 
IV. 

TABLE IV 
ILLUSTRATION OF THE LOOK-AHEAD ROUTING 

Algorithm: Look-Ahead Routing 
Input: Current node ID i and packet deliver direction dir 
Output: Next hop’s ID j 
Fi: Ordered link list of neighbors located in front of ni 
Bi: Ordered link list of  neighbors located behind ni 
e: Temp variable holding the element of the ordered link list 
1. if(dir == forwarding) then 
2.     if(Fi == NULL) then 
3.         carry and forward the msg. 
4.         if (turning right during waiting) then 
5.             if (counter of the message < 3) then 
6.                 e←the first element of Bi 
7.                 if ( e != NULL) then 
8.                     increase the counter and backup msg. to e 
9.                 else  

10.                     carry and forward the msg. 
11.                 endif 
12.             else 
13.                 drop the msg. 
14.             endif  
15.         endif 
16.     endif 
17.     if(Fi != NULL) then       
18.         e←node with the largest BADV 
19.         forward message to e 
20.     endif 
21. endif  
22. if(dir == back warding) then 
23.     if(Bi != NULL) then 
24.         e←node with the largest BADV 
25.         forward message to e 
26.     else 
27.         carry and forward the msg. 
28.     endif 
29. endif 

V. SIMULATION RESULTS AND EVALUATION 
To measure how well we meet our design goals, we use ns2 

(ns2.29) to simulate and measure the performance of GPSFR. 
To compare the performance of GPSFR with the prior work for 

vehicle communication, we choose the well-known GPSR [16] 
protocol. Since modeling of complex vehicle movement is 
important for accurately evaluating protocols, we generated the 
movement of nodes using VanetMobiSim [17] whose mobility 
patterns have been validated against TSIS-CORSIM, a well 
known and validated traffic generator. We focus mainly on the 
two-lane two-direction highway scenario with different node 
densities and velocities. Details of the simulation’s setup are 
list in TABLE V. 

TABLE V 
SIMULATION PARAMETERS 

Parameter Value 
Number of nodes 100 
Communication range 250m 
Velocity 65-80 miles per hour 
Packet size 1024 Bytes 
Data sending rate 1-8 packets per second
Beacon interval 5.0 seconds 
Alpha 0.7 

 
The simulation time is 2000 seconds and each scenario is 

repeated 20 times to achieve a high confidence level. At each 
run, arbitrary vehicle pairs were selected as the source and 
destination. To evaluate the performance on different data 
transmission density, we vary the data sending rate from 1 to 8 
packets per second. The performances metrics are link stability, 
data delivery ratio and data delivery delay. 

A. Link Stability 
We measure the number of times of next hop link breakage 

in GPSFR and GPSR, as shown in Fig. 5. GPSFR always 
generate less link breakage than GPSR. Network density is 
defined as the average number of neighbors for every node. In 
dense networks, the number of link breakages in GPSFR is only 
27% of that in GPSR. This is because the next hop selected by 
maximizing BADV will be more stable and fewer next hop 
changes occur. However, in the sparse network, GPSFR 
outperforms GPSR to a lesser degree. This is because in spare 
networks, the number of candidate nodes that can be chosen as 
the next hop is limited. So GPSFR may have no choice but to 
choose the same ones as GPSR does. However, it still suffers 
from fewer link breakages. In Fig.5, the percentage value 
denotes the probability of velocity change at every vehicle, 
which is used to model how dynamic the network is. As we can 
see, the frequent velocity change of vehicles does not affect the 
link stability of GPSFR too much.  
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Fig. 5 Percentage of next hop changes various different network densities. 

B.  Routing Path Length 
Since BADV considers the trade-off between stability and 

distance advance, the length of routing path in GPSFR may be 
increased because of the slight reduction in distance advance at 
each hop. Fig. 6 and 7 give the histogram of the extra routing 
hops of GPSFR compared to that of GPSR. No matter how 
dense the network is, most of the routes in GPSFR are of the 
same length as GPSR. In addition, the longer routes are mostly 
one or two hops more than that of GPSR. Therefore, to 
maximize BADV, we indeed increase the number of hops by 
just enough to ensure higher data delivery ratio and lower 
network delay. Fig.6 shows the scenario where all vehicles are 
in the cruise control (no velocity change). In Fig.7, vehicles 
change their velocity all the time during the simulation. Note 
that no matter how dynamic the network, GPSFR always 
delivers large majority of packets along the path with the fewest 
number of hops. 

 
Fig.  6. Path length beyond GPSR when there is no velocity change. 

 
Fig.  7. Path length beyond GPSR when velocity changes at possibility 100%. 

C. Data delivery ratio 
GPSFR3/GPSR3 denotes that the neighbor time-out period 

is 3 times the beacon period, while GPSFR/GPSR means that 
the time-out period is equal to the beacon period. Geographic 
routing in VANET may suffer from the problem of out-of-date 
neighbors due to the high mobility of vehicles. One possible 
solution is to shorten the time-out period of neighbors. Since 
the neighbors’ information is more accurate, higher delivery 
ratio can be achieved, as shown Fig.8. At each hop, GPSR 
always try to maximize the distance advance. However, the 
chosen one may be out of range after a short time. This may 
increase packet loss. On the other hand, by using BADV, 
GPSFR can predict neighbors’ positions before selecting the 
next hop. So only those that will still be in range after 
transmission will be considered as candidates. Therefore, the 
data delivery ratio of GPSFR is higher than that of GPSR. 

 
Fig. 8. Data delivery ratio various different data sending rate. 

D. Network delay 
Fig.9 shows that the delay of GPSFR is much lower than that 

of GPSR. This is because links selected by GPSR are not as 
stable as those in GPSFR. Thus link breakage happens more 
often in GPSR, requiring data retransmissions that increase 
delay. Another reason is that there is a smaller ARP delay in 
GPSFR. For example, if the chosen next hop is not a new one 
then the ARP request/reply process will not be required 
because the MAC information of receiver can be retrieved from 
the cache table. GPSFR prefers to use stable links, which means 
fewer changes in next hops. This reduces both the ARP delay 
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and data transmission delay. We also note that shortening the 
time-out period does not help to reduce the delay because only 
successfully delivered packets are used for determining delay. 
Though shorter time-out period can increase the number of 
successfully delivered packets, it does not reduce the queuing, 
ARP and transmission delay. 

 
Fig.  9. Network delays various different data sending rate. 

E. Effect of route distance 
The data delivery ratio of GPSFR and GPSR will decrease as 

route length increases, as shown in Fig.10. However, delivery 
ratio of GPSFR is always higher than that of GPSR. For high 
and low density networks, the performance of both protocols is 
measured as the distance between the source and destination 
increases. For high and low density networks, the average 
distance between vehicles are 50m and 75m, respectively. In all 
cases, GPSFR has higher delivery ratio than GPSR. Note that 
GPSFR is also not as sensitive as GPSR to variation of network 
density. 

 
Fig.  10. Data delivery ratio various different routing path length. 

VI. CONCLUSION AND FUTURE WORK 
The GPS-Free Geographic Routing (GPSFR) algorithm uses 

relative positions and velocity to achieve higher packet delivery 
ratio, lower delay and smaller per-node routing state than 
GPSR, on densely and highly dynamic vehicular networks. 
Furthermore, it does not require nodes’ positions. The BADV 
metric in this geographic routing ensures not only a stable link, 
but also a higher data delivery ratio and lower delay. Actually, 
the performance of GPSFR can be further improved if some 
nodes with GPS locations were added into the network. 

 Our future work is to design an enhanced protocol based on 
GPSFR to meet the communication requirement of vehicles in 
urban areas. While we have shown herein the benefits of 
GPSFR as a routing protocol for VANET, combining the 
GPSFR algorithm with a location database system will further 
reduce the overhead in using external geographic information 
for routing. An efficient distributed location service would 
enable the network to be more useful and powerful. 
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Abstract 

The aim of this paper is to study problems of 

analysis, modeling and computer simulations of class 

discrete event systems. The system under consideration 

is expected to arrange items in desired manner. Items 

enter the system area unpredictably and have to be 

arranged according to a prescribed criterion. The 

system realizes measurements upon the items, 

performs processing of the obtained information and 

takes decisions about items sorting and deployment 

within its working area. 

 

1. Introduction 

The successful deployment of any kind of systems 

needs an advanced mathematical modeling and 

simulation. The objective of a modeling process is to 

evaluate working capabilities of systems and to 

perform optimization before their physical realization. 

Based on elaborate mathematical modeling the right 

simulation model will be built and the appropriate 

simulation software will be chosen or designed. The 

expected results from the simulation process are 

evaluation of working capabilities, estimation of 

performance parameters and making decisions about 

overall system optimization.  

Diversity of simulation tools, techniques and 

methods for modeling, analysis and design of systems 

can be found in the literature. The review of these 

techniques could be a subject of a special paper.  

The preliminary system modeling and optimization 

considers problems of: analysis of operations that the 

system will perform, functional systematization and 

goal-oriented decomposition; definition of general 

system and sub-system functions and goals, 

development of a mathematical model, choice of  

criteria for evaluation, obtaining results and making 

conclusions from simulations, taking decisions about 

the overall system optimization. 

This paper is devoted to one of the абоже listed 

problems. It is shown how system functions and goals 

are realized using Petri nets and network modeling. A 

system for sorting out and allocation in groups of items 

is considered.  

2. Goal-Oriented Decomposition 

 

The system under consideration operates as follows: 

A continuous flow of items enters the system. A robot 

transports each item to a measuring position. The size 

of the item is measured and a sorting group is assigned 

for this item. The robot moves the item to a 

corresponding positions, Pq, q=1,2,…Q.  

The functional model is constructed in the 

following sequence: The first stage is devoted to the 

systematization of goal-oriented functional 

information. The result is a statement for general-

system functions and general-system goals. For the 

considered system this statement is: The general-

system function is sorting of items under specific 

dimensions and the general-system goal is the 

deployment of the sorted items in groups. 

Next, the general-system functions and general-

system goals are decomposed to functional sub-

systems. The functional decomposition results in three 

sub-systems with their functions and goals defined as 

follows: 

 

Sub-System “Transportation” 

Sub-system function: moving items into defined 

positions of the working space, sub-system goal: 

ensuring motion of items flow. 

 

Sub-System “Measurement” 

Sub-system function: realization of specifically 

assigned measurements, sub-system goal: obtaining 

measurement information.  

 

Sub-System “Sorting” 

Sub-system function: processing of the obtained 

measurement information, sub-system goal: 

determination of item’s sorting group.  

 

The above goal-oriented functional decomposition 

is used to represent the system by a systemic graph, 

depicted in Fig.1. 
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Fig.1. Systemic Graph Model 

 

The systemic graph-model consists of three sub-

system models C(1), C(2), C(3) that represent the sub-

system functions. The edges of the graph are 

associated with the exchange of information between 

the sub-systems. The graph-model variables have the 

following meaning: 
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3. The Simulation Tool 

 

Petri nets are applied for analysis and modeling of 

the operations of the system. The structure of the 

functional model is described as [1]: 

           ),S(),,,T,P(S MsMDD             (1) 

where nii ,...1},P{P  is a set of places, 

mjj ,...1},T{T  is a set of transitions, D  is 

)( nm  incidence matrix from places to transitions, 

D  is )( nm  incidences matrix from transitions to 

places, M is marking, ),,T,P(S DDs  known as 

structure of the net.  

The evaluation of the functions and the structure 

can be done based on the properties attainability and 

restrictedness of the net structure. The Petri net (1) is 

reachable when for a given sS  with marking iniM  

and another marking finM  is fulfilled 

),S( inisfin MRM  where R is the set of attainability. 

If for a given net )  ,S(S inis M  a given marking 

finM  is reachable, then the system attains its goal. 

The final marking 
finM  is reachable from the initial 

marking iniM  for a given net )  ,S(S inis M  when 

the matrix equation: 

XDMM inifin
  (2) 

has a solution in the domain of non-negative integers. 

The components of the vector T],...,,[ 21 mxxxX  

determine the firing sequence of transitions }{ jT  to 

reach the marking 
finM  The sum of the components 

of the vector X 
m

i

ixK fin

1

   (3) 

gives the number/count of firings of transitions to 

reach the marking 
finM .  

A place iP  of a net )  ,S(S inis M  with initial 

marking iniM  is restricted if the condition 

1)P( i
finM  is fulfilled for all final markings 

)  ,S( inisfin MRM . The net is restricted if all its 

places are restricted. The conclusion is: if the net (1) is 

restricted and reachable for a given final marking 
finM than the system represented by this net attains its 

goal in a finite number of steps.  

The marking is considered as a vector 

T][ PP1 ))...M(M(M n . The firing vector U(k) for a 

state k is m-dimensional {0,1} vector with its j-th 

component 1 if the transition jT  is allowable for the 

state k and 0 if not. The firing vector satisfies the 

equation: 

M(k)kUD )()( T            (4) 

The main equation that describes the k-th system 

state is [2]: 



finini
KkMM

DkUkMkM

..,,.2,10,   ,)0(

)()()1( T

  (5) 

The sequence of transitions shows how the system 

reaches the designed goal. The system attains its goal 

if the solution X of the equation (2) fulfils the equation 

(5) for each state k and the number of states necessary 

to attain the goal is given by (3).  

The next section shows attainment of the sub-systems 

functions and sub-system goals of the system. 

 

 

4. Modeling Attainment of Goals 

The modeled system is depicted in Fig.2. 

 

 
 

Fig. 2. The Simulation Model 

 

 

4.1. Sub-System “Items Transportation” 

The Petri net that models the deployment is 

shown in Fig.2, sub-system C(1). The places 

10,...,2,1  ,P1 ii  have the following meaning: 1
1P –the 

item is at the system input )F( 1
1 ; 

1
2P –the item is 

transported to the measurement position; 
1
3P -the item 

is on the measurement position )Y( 1
1 ; 

1
4P -robot state; 

1
5P -classification task; 

1
6P -deployment to the 

corresponding place; 
1
7P ,

1
8P ,

1
9P -classification groups, 

1
10P  robot state.  

The transitions 6,...,2,1  ,T1 jj  have the following 

meaning:
1
1T -starts transportation to measurement 

position )( 1
1x , 1

2T -ends of transportation, 1
3T -starts 

transportation from measurement position )( 1
2x , 1

4T -

the instant time when the item reaches first 

classification group 1

1
F ; 1

5T -the instant when the item 

reaches second classification group 1

2
F ; 1

6T -the instant 

when the item reaches third classification group 1

3
F ; 

T]1000001001[iniM          (6) 

A desired final marking could be: 
T]1001001[ 321 GGGM fin …..(7) 

where 1G , 2G and 3G  are positive integers representing 

the numbers of the items belonging to 1-st, 2-nd and 3- 

rd sorting group. 

Let’s assume that 33G , 22G , 11G . Than the 

matrices D , D  and D  are: 

 

0000100000

0000100000

0000100000

0000011100

0000000010

1000001001

D

1100001000

1010001000

1001001000

0000100000

0000001100

0000010011

D

 

 

1100101000

1010101000

1001101000

0000111100

0000001110

1000011010

D

 

               (8) 

The solution of the matrix equation (2) is 

T
]123666[X . The net depicted in Fig.2 is 

restricted. The desired final marking is reached for 

finite number of steps 24finK . The system equation 

(5) together with (4),(6),(7) and (8) describes the sub-

system states: 

TTT
][,][, 0000010011)0()0()1(000001)0( 0 DUMMUk  

TT
]1000010111[)1()1()2(  ,]000011[)1(  ,1

T
DUMMUk

…………………………………………………………

. 

TT
]1023000101[ )22()22()23(  ,]001001[)22(  ,22

T
DUMMUk  

TT
]0123001001[ )23()23()24(   ,]110011[)23(  ,23

T
DUMMUk

 
finMM

  T
]1123001001[)(24          (9) 

Result: The sub-system “Items Transportation” 

reaches the desired final state 
finM  in 24 steps. The 

sub-system attains its sub-system goal, i.e. ensures the 

movement of the items under classification so that it 

attains its sub-system goal. 

 

 



4.2. Sub-System “Measurement” 

The Petri net that models the items data 

acquisition is shown in Fig.2, sub-system C(2). The 

places 5,...,2,1  ,P2 ii  have the following 

meaning: 2
1P –the measurement is allowed )( 2

1x , 2
2P –

assigned number of measurements, )F( 2
2 , 2

3P –

realization of a single measurement, 2
4P –positioning at 

the next point of measurement, 2
5P –array of 

measurement information, )Y( 2
1 . The transitions 

2,1  ,T2 jj  are: 2
1T –beginning of a single 

measurement; 2
2T –end of a single measurement. 

The initial marking for this sub-net is: 

TT
]01091[]010NL1[

ini
M         (10) 

And the desired final marking 
finM  is:   

TT
]91001[]NL1001[

fin
M              (11) 

Where NL=9 is assigned number of measurement for 

an item. 

The matrices D , D  and D  for this sub-system are:  

00100

01011
D , 

00000

00000
D ,  

11100

01110
D         (12) 

The solution for the matrix equation (2) of the net in 

Fig.2, sub-system C(2) , is T
]99[X . The net is 

restricted and the desired final marking (11) is 

reachable in finite number of steps 18
fin

K . The 

system equation (5) together with (4), (10), (11) and 

(12) describes the sub-system states: 

TTT
]00181[)0()0()1( ,]01[)0(  ,0 DUMMUk  

TTT
]10171[ )1()1()2(  ,]11[)1(  ,1 DUMMUk  

TTT
]21071[ )2()2()3(  ,]10[)2(  ,2 DUMMUk  

…………………………………..……………….. 
TTT ]80101[)16()16()17(,]10[)16(  ,16 DUMMUk  

TTT
]91001[ )17()17()18(,]00[)17(  ,17 DUMMUk

 fin
MM

T
]91001[)18(        (13) 

Result: The marking (13) shows that the desired final 

state is reached in 18 steps. Therefore, the sub-system 

“Measurement” reaches its sub-system goal, i.e. 

obtaining measurement information.  

 

4.3. Sub-System “Sorting” 

The Petri net of this sub-system function is 

shown in Fig.2, sub-system C(3). The places 

6,...,2,1  ,P3 ii  have the following meaning: 
3
1P –array 

of measurement information )( 3

1x ; 3
2P –processing of 

the array of measurement information; 3
3P –procedure 

to determine the classification group of an item; 3
4P , 

3
5P , 3

6P –sorting groups (q=1,2,3). The transitions 

5,...,2,1  ,T3 jj  are: 3
1T –beginning of the 

measurement information processing, 3
2T –end of 

measurement information processing, 3
3T , 3

4T , 3
5T  

moments of determining of classification groups. 

The initial marking 
iniM  for this sub-net is: 

T
]000001[

ini
M           (14) 

and the desired final marking 
finM  is: 

T
]010000[

fin
M                           (15) 

The matrices D , D  and D  are:  

000100

000100

000100

000010

000001

D

  

100000

010000

001000

000100

000010

D

  

100100

010100

001100

000110

000011

D

   

              (16) 

The solution for the matrix equation (2) is 

T
]01011[X  and the system reaches the 

desired final state for 3fin
K  steps. The system 

equation (5) together with (4), (14), (15) and (16) 

modeled the sub-system transitions through the states: 

TTT
]000010[)()()(  ,]00001[)(  , 00100 DUMMUk

TTT
]000100[)1()1()2( ,]00010[)1(  ,1 DUMMUk

T
]010000[ )2()2()3( ,]01000[)2(  ,2

T
DUMMUk

finMM T]010000[)3(  

Result: The sub-system “Sorting” attains its sub-

system goal, i.e. determines the items sorting group q.  

 

 

5. Conclusion  

A systemic approach is used to represent the 

functional and the structural organization of discrete 

event dynamical systems. It is shown that the modeled 

system attains it functional goals and fulfills its 

designation. Further efforts will be directed towards 

study and estimation of quantitative parameters of 

systems and their optimization.  
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Abstract—Large sensor network application includes
collection, sharing, processing and storing of data with
other sensor devices in the network. Spatio-Temporal
correlation of data among sensor devices results in wastage
of link bandwidth and device energy. In this paper, a
model is constructed using device parameters such as
transmission range, sending rate etc., to estimate the data
redundancy among closely located sensor devices. We
argue that constructing such a model helps in building
efficient algorithms for data dissemination in the sensor
network and reduce the amount of redundancy in the
actual data transfer paths.

Index Terms—Sensor Network, Performance Evalua-
tion, Simulation

I. I NTRODUCTION

Technology’s rapid growth has resulted in a new
class of distributed systems called wireless sensor
networks [1] [2]. Wireless sensor networks consist
of a large number of small nodes [3]with the capac-
ity to sense, store, process and communicate data
wirelessly [4], [5]. Typically, the wireless commu-
nication range is small (50 - 100 meters). Due to the
improvement in technology, these sensors could be
very tiny and yet have all the necessary components
in them to perform the intended task autonomously
or semi-autonomously. The usefulness of these low-
cost, low-power multi-functional nodes is not fully
known, but, their usefulness is already being real-
ized in many applications like environmental mon-
itoring, forest fire, chemical/biological plant safety,
HVAC systems, defense, civil engineering, border
surveillance and many more.

Sensor networks are typically data driven where
the whole network cooperates in communicating
data from source sensors to sinks (typical reposi-
tory/server). One of the main characteristics of a
typical sensor node is the limited power supply
it has [6]. Usually, it is battery operated which

might last for some months to a year (depending
on the type of application and other application
specifications). Sensing nodes typically exhibit lim-
ited capabilities in terms of processing, communica-
tion, and especially, power [7]. Different application
would have different constraints and priorities on
how their sensor network must behave. Thus, energy
conservation is of prime consideration in sensor net-
work protocols in order to maximize the network’s
operational lifetime. Rather than sending individual
data items from sensors to sinks, it is more energy
efficient to send aggregated data. The net effect of
this aggregation is, by transmitting less data units,
considerable energy savings can be achieved which
is the main idea behind in-network [8] aggregation
and further distributed processing of the data.

Tiny sensors are often deployed densely to sup-
port reliability, fault tolerance etc. This dense de-
ployment causes problems like scalability, redun-
dancy etc. On the one hand, the high density of
sensors expends a lot of energy, but on the other
hand, it provides much room and many opportuni-
ties for us to design energy efficient protocols. This
indirectly would lead to the detection of redundant
data and minimization of the number of redundant
data floating around in the network. However, the
heuristic of utilising nodes redundancy has also been
used in wireless ad hoc networks [2], [9] and [10].
Hence, data redundancy exploitation is a desired
functionality for a sensor network.

In this paper we present and analyze the re-
dundancy problem for wireless sensor networks,
although, the work presented in this paper is prelim-
inary and is a step toward redundancy estimation.
The analysis and quantification of the level of re-
dundancy would help in the design of QoS-related
algorithms which would require such metrics. The
remainder of this paper is organized as follows. In
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Section II, related work in this area is provided
in brief. In Section III, motivation and contribu-
tion behind this paper is discussed. In section IV,
we introduce our model for redundancy with a
probabilistic expression dealing with near neighbor
distribution is presented. Finally, the concluding
remarks are discussed in Section V.

II. RELATED WORK

In the literature, there has been work on cov-
ering a circle by arcs. Early in 1982, Siegel and
Holst [11] studied the problem of covering a circle
with random arcs of random sizes and established a
complicated integral representation for the coverage
probability.

Gao et al. have estimated the redundant sens-
ing areas and have computed the minimum and
maximum number of neighborhood sensors that are
required to provide complete redundancy and have
also formulated a method to estimate the degree
of redundancy without the knowledge of location
and directional information [12]. The authors have
focussed on the number of redundant nodes in the
network as against our focus on the redundant data
which could arise irrespective of the presence of
redundant nodes. Though the authors have esti-
mated the probability of complete redudancy with
tight bounds, they have not directly dealt with the
analysis of redundant data in the network and the
different probabilities with which the individual
sensors would transmit.

Bogdanet al. study the problem of detecting and
eliminating redundancy in sensor networks with an
intention to improve energy efficiency and main-
tain the coverage of the network [13]. Their work
also provides a study of the impact of eliminating
redundancy on the coverage-boundary detection.
They reduce these problems to the computation of
Voronoi diagrams. Our paper is slightly different
from this one in the sense that our paper estimates
the data redundancy whereas, the paper by Bogdan
et al. deals with redundant sensors and ways to
eliminate them without affecting the coverage area.

Anh et al. in [14] analyze the effect of redundancy
on the mean time to failure of a network of wireless
sensors in terms of energy-depletion. The authors
show that there is a tradeoff between the degree of
redundancy and the mean time to failure (MTTF).

This paper deals with hardware redundancy and path
redundancy to deal with sensor faults as against
information redundancy and their estimation.

Qilian et al. in [15] recongnize the negative
effects of data redundancy and propose a Singular-
Value-QR Decomposition method to reduce the data
redundancy in wireless sensor networks. They first
show that adjacent nodes generate similar data and
establish the fact the redundancy exists among dense
clusters of nodes. To reduce redundancy, they use
the SVD method for subset selection and turn off
other nodes. This paper is about reducing redun-
dancy and not about estimating how much data
redundancy is there in the network.

III. M OTIVATION AND MAIN CONTRIBUTION

A. Motivation

Densely deployed sensors would result in many
sensors that would monitor some mutually common
spatial region due to the overlapping of their individ-
ual sensing areas. Hence, the data reported by these
sources would be correlated. To understand this, in
the figure 1, we have sensor A and sensor B and
the solid circle drawn around them represent these
node’s sensing area. As seen in the figure, sensed
regions are partially overlapping with each other.
When sensor A and sensor B sends data, that data is
spatially distributed on their whole sensing region.
Hence, the overlapping area is sensed by both of
the sensors, resulting in duplicate information. If
this data is transferred to the sink, same data set
from several sensors are observed by the sink. This
results in wastage of transmission energy for sensors
and the amount of information provided contains
lots of duplicates. Hence, such correlations have to
be eliminated as soon as possible. The existence of
above mentioned spatial correlation resulting in data
redundancy can have potential advantages for the
development of efficient communication protocols
well-suited for the WSN paradigm. For example,
intuitively, due to the spatial correlation, data from
spatially separated sensors is more useful to the sink
than highly correlated data from nodes in proximity.
Therefore, it may not be necessary for every sensor
node to transmit its data to the sink; instead, a
smaller number of sensor measurements might be
adequate to communicate the event features to the
sink within a certain reliability level. Similarly,
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Fig. 1. Sensing Region Overlap Resulting in Data Redundancy

for a certain event-tracking application, the mea-
surement reporting frequency, at which the sensor
nodes transmit their observations, can be adjusted
such that temporally-correlated phenomena can be
captured at the sink within a certain distortion level
and with minimum energy-expenditure. To estimate
such redundancy phenomena is necessary and is the
main aim of this paper.

B. Main Contribution

Although the estimation of redundancy has been
studied by simulation [16], to the best of our knowl-
edge, there is no paper presenting a analysis for such
an estimation. In this paper, we introduce a heuristic
model for data redundancy in spatially distributed
sensor network to characterize the amount of re-
dundancy existing among near neighbor nodes. For
the general scenario, although in our analysis we
introduce two different kind of sensor nodes (further
referred as A and B), it does not affect the general
analysis for uniform sensor node scenario. However,
it may lead to useful result considering that there
are at least two kinds of sensor nodes that differ in
some sense1 and still lead to a simplified analysis.
In this paper, we consider that whatever differences
sensors have, they are distributed with the same
master poission process. We recognise that the near

1Sensor Nodes can differ in sensing capability (introduces as factor
γ) or those that differ in their sensing cycles which is the subject
of future research or they can be entirely different(say optical and
magnetic sensors)

neighbor distribution is the main factor contributing
to the overlap of sensing regions among nodes that
introduces data redundancy among sensor nodes.
We give a probabilistic expression giving near node
distribution and argue that for a given sensing range
how many sensors can deliver partially redundant
data.

IV. SYSTEM MODEL

In this section, we continue our discussion from
the previous section and introduce our model for
data redundancy in sensor network. As discussed
earlier spatially overlapped region attracts the joint
treatment of data to reduce the communication cost
for the data of interest by exploiting the existing
correlation. Continuing our two node scenario and
assuming data is uniformly distributed throughout
the spatial region, the data collected by some node
ni in its sensing regionAi is proportional to the
sensing area. Hence, data sensed in areaAi =
γAi Where,γ is some proportionality constant that
depends on sensing ability of sensors. Hence, if
two sensorsA and B sensing the areaAr and Br

transmits the data to the third sensor, meaningful
data is given as

γ(Ar

⋃

Br) (1)

and amount of redundant(duplicate) information is
simply given as below assuming the source of
redundancy caused by only overlapping sensing
region of these two sensors

γ(Ar

⋂

Br) (2)

One figure of merit is correlation that measures the
degree of redundancy which is the percentage of
data that is varies with each other and for this case
only, overlapping part of the sensing regions varies
with each other. Hence, for sensing nodesA andB,
the correlation factor is given by equation

Ar
⋂

Br

Ar
⋃

Br

(3)

Assuming uniform node configuration of all the
nodes, the sensing radius isrs and transmission
range isrt. the sensing area is given asπr2

s

For a particular node says, all the other nodes
in area4rs

2, shares some degree of redundant in-
formation with s. In figure 2, two nodes A and B
has position vectorsr and r, respectively andrs is
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Fig. 2. Redundancy Condition

their sensing range, the condition for redundancy is
given by

| r − r, |< 2rs (4)

Hence, to quantify the redundancy for all the
neighbors around a sensor node we have to find
out its near neighbor distribution in its own sens-
ing range. Our next section presents an analysis,
assuming sensor nodes follows a spatial bivariate
distribution for sensor nodes A and B. Here, we
consider nodes A and B which are different in terms
of sensing rate or some other figure of merit say
sensing capability factorγ.

A. Nearest Neighbour Distribution

In this section, we present the near neighbor
distribution considering the sensor nodes follow
a bivariate spatial poisson point pattern [17] and
[18] . First, the concept of bivariate distribution is
presented in spatial sense and then an expression is
derived representing the distribution of the distance
from a sensor A to a nearest sensor B.

Maritz [19] obtained the probability generating
function for the bivariate poison assuming that, in
any interval of lengthdt, the combinations (AB,
AB, AB andAB) of the two eventsA andB, occur
with probabilitiesλdt, υdt, µdt and1−(λ+υ+µ)dt.
This model leads to probability generating function

G(u, v) = exp[λ(u − 1) + µ(v − 1) + υ(uv − 1)t]
(5)

The derivation of bivariate poisson distribution
shows that the two eventsA and B are associated

in some sense. This association can be described
by the conditional probabilities

prob(A | B) =
υ

µ+υ
, prob(B | A) =

µ

µ+υ
(6)

We may also consider that we have a process in
time and events occur with a poisson density with
parameter(λ + υ + µ). Obviously the event isAB,
AB, or AB with probabilities

λ

λ + υ + µ
,

µ

λ + υ + µ
and

υ

λ + υ + µ
(7)

respectively.
Given the probability generation function as above
we have two near sensors represting eventsA and
B are associated with the primary poisson process.
The association between the two classes of events
in this sense is peculiar in the sense that the two
events, if they occur they occur together, occur
simultaneously.

1) Spatial Bivariate Distribution:From the dis-
cussion from the previous section, we can generalize
the equation 5 into a spatial distribution by simply
replacing thet with an areas. It would then be a
probability generating function of the points of type
A(sensor of one type) and B(sensor of another type)
in an area of sizes. We derive a spatial bivariate
poisson process with densityλ + υ + µ. Given a
primary point y = (y1, y2), with a probability

λ
λ+υ+µ

, it gives rise to a point of type A at some
nearby point x,. With probability ν

λ+υ+µ
, we have a

point of type B atx2 and with probability υ
λ+υ+µ

,
we have a double point with A atx1, and B at
x2,. The locationsx1, and x2, are determined so
that the(x1 − y) and (x2 − y) are independent and
have probability density funotionsf(x1 − y) and
g(x2 − y), respectively.

Note that the same distribution is obtained from
the model where, for a given primary point aty,
there occurs a point A or B aty with probabilities

λ
λ+υ+µ

and ν
λ+υ+µ

, respectively, or then, with a
probability υ

λ+υ+µ
, a double point with A at x, and

B at x,. The distances(x1 − y) and (x2 − y) are
independent and have density functionsf(x1−y)

andg(x2−y). It now follows that
prob (a single point A in dx) =λdx,
prob (a single point B in dx) =νdx,
prob (a double point with A in dx, and B in dx)
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= νh(x1, x2)dx1dx2

where

h(x1, x2) =

∫

y∈R
f(x1 − y)g(x2 − y) (8)

and the integration is whole plane. LetN1(S1)

denote the number of points of type A in an area
S1 and N2(S2) the number of points of type B in
S2. Since the marginal distribution ofA andB are
poisson and also only double points contribute to the
covariance, we get from 8 for two different areasS1

andS2,

cov(N1(S1), N2(S2)) =

ν

∫

x1∈S1

∫

x2∈S2

h(x1, x2)dx1dx2 (9)

In the same line, analogous to 5 gives the prob-
ability generating function for the spatial bivariate
Poisson distribution

G(u, v) = exp[(λs + υ(s − s,))(u − 1) + (µs

+ υ(s − s,))(v − 1) + s,υ(uv − 1)] (10)

The distribution of the distance between two
adjacent points, the nearest neighbor distribution
considering marginal distributions are poisson, we
get the following relationship

prob(distance from a point B to next nearest point

B < r) = 1 − exp(−(µ + υ)πr2) (11)

and similarly for A. The distribution of the distance
from a point A to a nearest point B may be derived
as follows:
prob (distance from a point A to nearest point B>
r)
= prob (A single) prob (distance from A to nearest
B > r | A single) + prob (A double) prob (distance
from A to nearest B> r | A double)

=
λ

λ + υ
exp(−(µ + υ)πr2)

+
λ

λ + υ
exp(−(µ + υ)πr2)

∫

|x|>r
h(x, 0)dx (12)

Hence, prob (distance from a point A to nearest
point B < r)=

1− exp(−(µ+υ)πr2)(λ+υ

∫

|x|>r h(x, 0)dx

(λ + υ)
) (13)

When A and B are independent, i.e. whenυ = 0 ,
13 reduces to the distribution of the distance from
a random point to the nearest point B which is the
same distribution as given in 11. When A and B
are independent, i.e. whenυ = 0 , 13 reduces to the
distribution of the distance from a random point to
the nearest point B which is the same distribution
as given in 12. For the redundancy range2rs 13 is
given as below:

1 − exp(−(µ + υ)π2r2
s)(λ + υ

∫

|x|>2rs
h(x, 0)dx

(λ + υ)
)

(14)

V. CONCLUSION

Dense deployment of sensor network results into
better operation using collaborative nature of wire-
less sensor networks. This collaboration results in
redundant data which proved as a unique charac-
teristic of a typical sensor network. In this paper
we introduced a redundancy model. In this model,
we observed that redundant data occurs when the
nearby sensor devices are separated by not more
than twice their sensing radius. It is seen that
when condition of redundancy meets near neighbor
distribution, which is a very important factor which
gives the degree of overlap among sensors in the
near neighbor distribution. In this preliminary work,
a case of data redundancy is analysed. Sensors are
assumed to be distributed and follow a bivariate
poisson process. A probabilistic expression is found
for near neighbor distribution.

Our results will benefit the research on wireless
sensor networks by providing simple estimation
of redundancy for designing new energy efficient
protocols. However, the present work is in its initial
phase. Our further work involves finding the distri-
bution of overlap area and then give an estimation of
redundancy using different distributions(including
random) of sensor nodes in an event field. Further
extension of this work also involves analysis of sen-
sor network for different variation and distribution
of sensor nodes. We believe, the presented model
may be unrealistic for concrete sensor technology
which usually takes into account the sensor orien-
tation, angular aperture, time-varying properties of
detections (using different sleep and wake up cy-
cles), etc. In this sense, the analytical results of this
paper are only suitable for the situation where each
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node can persistently perceive phenomena within
its surrounding circular area (as we assumed the
uniform sensing radius). Since it is very difficult to
provide a general model that can capture the behav-
ior of different sensors for different sensing tasks
(say magnetic, optical etc), we are trying to expand
our analysis to particular sensor technology and for
various sensor network application scenarios.

REFERENCES

[1] Y. Sankarasubramaniam I. F. Akyildiz, W. Su and E. Cyirci,
“Wireless sensor networks: A survey,”COMPUTER NET-
WORKS, vol. 38, no. 4, pp. 393–422, 2002.

[2] S. Sitharama Iyenger and Richard R. Brooks,Distributed
Sensor Networks, Chapman and Hall/CRC publishing house,
2005.

[3] R. Katz J. Kahn and K. Pister, “Next century challenges: Mobile
networking for smart dust,” inFifth annual international
conference on Mobile computing and networking (MobiCom
99), Seattle, USA, 1999, pp. 263–270.

[4] Mohammad Ilyas and Imad Mahgoub,Handbook of Sensor
Networks - Compact Wireless and Wired Sensing Systems, CRC
Press, 2004.

[5] Anna Hac, Wireless Sensor Network Designs, John Wiley and
Sons, 2003.

[6] R. Katz J. Kahn and K. Pister, “Next century challenges:
Scalable coordination in sensor networks,” inProceedings of
International Conference on Mobile Computing and Network-
ing (MobiCom), Seattle, USA, 1999.

[7] G.J.Pottie and W.J.Kaiser, “Wireless integrated network sen-
sors,” Communications of the ACM, vol. 43, no. 5, pp. 51–58,
May 2000.

[8] Samuel Madden, Michael J. Franklin, Joseph M. Hellerstein,
and Wei Hong, “Tag: a tiny aggregation service for ad-
hoc sensor networks,”Proceedings of the 5th symposium on
Operating systems design and implementation, vol. 39, pp. 131–
146, 2002.

[9] B. Chen, K. Jamieson, H. Balakrishnan, and R. Morris, “Span:
An energy-efficient coordination algorithm for topology main-
tenance in ad hoc wireless networks,”In Proceedings of the
fifth annual international conference on Mobile computing and
networking (MobiCom 99), pp. 85–96, 1999.

[10] Y. Xu, J. Heidemann, and D. Estrin, “Geography-informed
energy conservation for ad hoc routing,”In Proceedings of the
seventh annual international conference on Mobile computing
and networking (MobiCom 01), pp. 70–84, 2001.

[11] A. Siegel and L. Holst, “Covering the circle with random arcs
of random sizes,”Journal of Applied Probability, pp. 19:373–
381, 1982.

[12] Fulu Li Yong Gao, Kui Wu, “Analysis on the redundancy of
wireless sensor networks,” inWireless Sensor Networks and
Applications, San Diego, CA, September 19 2003.

[13] Jan Vitek Octavian Carbunar Bogdan Carbunar, Ananth Grama,
“Redundancy and coverage detection in sensor networks,”ACM
Transactions on Sensor Networks (TOSN), vol. 2, no. 2, Feb.
2006.

[14] Anh Phan Speer and Ing-Ray Chen, “Effect of redundancy
on mean time to failure of wireless sensor networks,” in
Proceedings of the 20th International Conference on Advanced
Information Networking and Applications (AINA’06), Vienna,
Austria, April 18-20 2006.

[15] Qilian Liang and Lingming Wang, “Redundancy reduction in
wireless sensor networks using svd-qr,” inMilitary Communica-
tions Conference, 2005. MILCOM 2005. IEEE, Vienna, Austria,
Oct 17-20 2005, pp. 1857–1861.

[16] S. Ni, Y. Tseng, Y. Chen, and J. Sheu., “The broadcast storm
problem in a mobile ad hoc network,” inMobiCom,, Aug. 1999,
pp. 151–162.

[17] Hui-Hsiung Kuo, Introduction to Stochastic Integration,
Springer (Universitext), 2006.

[18] Peter J. Diggle, “Spatio-temporal point processes: Methods and
application,” Monograph on Statistics and Applied Probability
107, Chapman and Hall/CRC, pp. 1–45, 2007.

[19] J. S. Maritz, “Note on a certain family of discrete distributions,”
Biometrika, vol. 39, pp. 196–8, 1952.


	cover_page.pdf
	program_26.pdf
	Ricardo_speech.pdf
	IRA-DSN-rrb-cd-sk.pdf
	Mutant_cyberweapons.pdf
	RobustClustering.pdf
	Contour_guided.pdf
	Sensor-graph-mining-sent.pdf
	CIP-SSMET-Final.pdf
	MHD-VK-Stream Data Mining-paper-sent07.pdf
	INTRODUCTION

	PushingWSN2theEdge.pdf
	real-time- final.pdf
	throughput_analysis.pdf
	Efficient Routing for Vehicular Networks .pdf
	IRA_DSN-2007_Galia_Tzvetkova.pdf
	cover_page.pdf
	program_26.pdf
	Ricardo_speech.pdf
	IRA-DSN-rrb-cd-sk.pdf
	Mutant_cyberweapons.pdf
	RobustClustering.pdf
	Contour_guided.pdf
	Sensor-graph-mining-sent.pdf
	CIP-SSMET-Final.pdf
	MHD-VK-Stream Data Mining-paper-sent07.pdf
	INTRODUCTION

	PushingWSN2theEdge.pdf
	real-time- final.pdf
	throughput_analysis.pdf
	Efficient Routing for Vehicular Networks .pdf
	IRA_DSN-2007_Galia_Tzvetkova.pdf
	cover_page.pdf
	program_26.pdf
	Ricardo_speech.pdf
	IRA-DSN-rrb-cd-sk.pdf
	Mutant_cyberweapons.pdf
	RobustClustering.pdf
	Contour_guided.pdf
	Sensor-graph-mining-sent.pdf
	CIP-SSMET-Final.pdf
	MHD-VK-Stream Data Mining-paper-sent07.pdf
	INTRODUCTION

	PushingWSN2theEdge.pdf
	real-time- final.pdf
	throughput_analysis.pdf
	Efficient Routing for Vehicular Networks .pdf
	IRA_DSN-2007_Galia_Tzvetkova.pdf



