T-LRA: Trend-based Learning Rate Annealing for Deep Neural Networks
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Abstract—As deep learning has been widespread in a wide range of applications, its training speed and convergence have become crucial. Among different hyperparameters existed in the gradient descent algorithm, the learning rate has an essential role in the learning procedure. This paper presents a new statistical algorithm for adapting the learning rate during the training process. The proposed T-LRA (trend-based learning rate annealing) algorithm is calculated based on the statistical trends seen in the previous training iterations. The proposed algorithm is computationally very cheap and applicable to online training for very deep networks and large datasets. This efficient, simple, and well-principled algorithm not only improves the deep learning results, but also speeds up the training convergence. Experimental results on a multimedia dataset and deep learning networks demonstrate the effectiveness and efficiency of the proposed algorithm.

1. Introduction

Multimedia big data provides precious insights into many real-world problems [1], [2], [3], [4], [5]. Nowadays, machine learning and data mining techniques have been significantly leveraged in different multimedia applications [6], [7], [8], [9], [10]. Among various learning approaches, deep learning, a buzzword of neural networks, has shown its supremacy in representing very complex data [11], [12].

Backpropagation (BP) is the classical algorithm to train feedforward neural networks and it has solved numerous problems such as image processing, video analysis, speech recognition, and text mining [13], [14], [15]. This simple algorithm consists of local computations which avoid the large storage need. Nevertheless, it still has difficulty to handle large datasets due to its slow convergence and high dependency to its hyperparameters, such as the learning rate and momentum.

In BP, there are two general versions of the gradient descent that can be used to minimize an objective (loss) function: batch and online [16]. In the batch version, all the training data is used to minimize the loss function; while in online training, the network weights are updated after each training pattern presentation. Stochastic Gradient Descent (SGD) is the online process of minimizing the loss function in BP [17]. In this technique, the learning rate plays a critical role to achieve faster training and higher performance.

Handling the irregularities in the shape of the multidimensional error functions is very difficult in the standard SGD algorithms with a fixed step size. In addition, it is very common that the search procedure traps in the regions with local minima and stops there rather than continuing toward a global minimum. Although several studies suggest to use local minima since they are easy to find in larger networks [18], it is still possible to reach to the global optima while decreasing the convergence time on deep networks. Learning rate is an essential and key factor to avoid trapping in such local minima and adapting the learning rate during the training process has shown promising results on many problems. However, conducting an algorithm to automatically adjust this parameter is still an open issue [19]. Generally, there are two methods (time-based and drop-based [20]) to schedule the learning rate parameters which are also known as learning rate annealing, i.e., decreasing the learning rate based on a predefined threshold. In the first technique, the learning rate is incrementally reduced based on the training epoch using a fixed decay parameter. Another schedule algorithm is drop-based, which systematically drops the learning rate in every fixed number of epochs. However, the question is how to determine the number of epochs to drop the learning rate. This is another hyperparameter that must be initialized before the learning process starts.

In this paper, an automatic drop-based learning rate scheduling is proposed to improve the SGD algorithm in deep learning. This work alleviates the task of selecting an appropriate learning rate by analyzing the statistical trends of the training process in an online manner. It automatically decides when to drop the learning rate based on the losses in the previous training iterations. The trivial computational costs of the trend analysis is ignorable compared to the gradient descent computation. The proposed T-LRA (trend-based learning rate annealing) algorithm is applied to the Convolutional Neural Networks (CNNs), a popular deep learning algorithm, on a classification task to evaluate its effectiveness. To our best knowledge, this is the first paper that schedules the learning rate using statistical trend analysis. The advantages of this approach are: 1) automatic setting of a learning rate based on the previous training trends; 2) negligible computation over gradient descent; and 3) applicable to the deep neural networks and large datasets.
The remaining of the paper is organized as follows. In section 2, the existing work in the learning rate adaptation and statistical trend analysis is discussed. Section 3 presents the proposed learning rate annealing for deep neural networks. In section 4, experimental results and observations are provided. Finally, the paper is concluded in section 5.

2. Related Work

2.1. Learning Rate Adaptation for Neural Networks

Artificial neural networks have been widely used in a wide range of applications. Specifically in recent years, it has been extended to a successful learning technique called deep learning, which has shown its strength in dealing with real-world problems [11], [21]. Till now, several algorithms have been proposed to train neural networks and minimize the loss functions, including Stochastic Gradient Descent (SGD) [22], AdaDelta [19], AdaGrad [23], Adam [24] to name a few. In a gradient descent process, selecting the appropriate parameters such as the learning rate (step size) is crucial for a better and faster learning. It also needs expert knowledge and differs for each problem. LeCun et al. [25] proposed an online estimation of principal eigenvalues and eigenvectors of the loss function’s Hessian or second derivative matrix. Generally, the optimal learning rate can be selected as the inverse of the largest eigenvalue of the Hessian matrix. However, since computing the Hessian matrix for large learning algorithms (e.g., backpropagation) with thousands of parameters is computationally expensive, an online version of this algorithm was proposed by LeCun et al. In another work [26], the learning rate is changed in each epoch based on the weights and gradient values of the previous epoch in order to minimize the loss function. This method is inspired by the learning rate adaptation proposed in [27], which derives two-point step sizes approximation to the secant equation.

AdaGrad [23] has shown promising results on the large learning tasks. This method utilizes the first order information but relies on some second order features and annealing. In this method, small gradients have large learning rates and vise versa. However, it is very sensitive to the initial conditions and network hyperparameters. AdaDelta [19], an extension of AdaGrad, is a dynamic method adapting the learning rate over time using only the first order information. This approach overcomes some of the AdaGrad problems such as continual decay of the learning rate during the training process and the need for manually selecting the global learning rate. Adam [24] is another algorithm for the first-order optimization of gradient descent. It combines the advantage of AdaGrad and RMSProp [28], an optimization for online and non-stationary environments. Currently, Adam has been applied in popular deep learning architectures [21] and has shown its effectiveness.

However, all these methods somehow modify the learning algorithm, which requires extra computation per iteration over the gradient descent process. Due to such an increase in the computational costs, they may not be applicable for large scale datasets and deep neural networks.

Annealing is a simple and powerful learning rate adaptation which has shown its effectiveness in many learning algorithms such as traditional neural networks and current deep neural networks (e.g., CNNs) [11], [21]. A simple annealing schedule is called “search-then-converge” [29] which keeps the learning rate constant for a fixed amount of time $T$, and then starts to anneal it slowly. However, there is a new free parameter $T$ that should be determined by experiments.

In this paper, a novel learning rate annealing is proposed, which is much faster on big data problems. In addition, the learning rate is updated only if the statistics from the previous epochs are not significantly changed, at the same time, the continual decrease of the learning rate is avoided. Finally, it does not need any manual setting of the learning rate. It is worth mentioning that this algorithm can be run simultaneously with an SGD algorithm (e.g., with the CNN algorithm) and updates the learning rate in an online manner without extra computation.

2.2. Statistical Trend Analysis

Trend analysis is a statistical process to evaluate the data collected over time or to analyze the relationship between two quantitative variables [30]. It is usually used as either a regression analysis or analysis of variance (ANOVA) [31]. Statistical trend analysis has been widely applied on different applications, especially environmental changes [32], [33]. A trend analysis of the insured damages caused by the natural disasters is presented in [34]. In another work, a trend analysis is used for remote sensing phenology which needs a long period temporal observations [32]. In that work, the slope of the linear regression line which is fitted to the phrenologic metrics is tested using a t-test to find significant differences from zero.

Mann-Kendall, a non-parametric test for trend analysis in time series, has been widely applied to various applications including water quality, rain fall, meteorology, etc. [35], [36], [37]. Gocic et al. [36] leverage Mann-Kendall together with another non-parametric method called Sen’s slope estimator [38] to determine the significant trends in weather data. Another simple trend analysis algorithm is sign tests presented by Cox and Stuart [39], which can be used in situations that simplicity and speed are important. This non-parametric method is less sensitive to outliers, compared to the parametric regression algorithms. It is used for climate change analysis in [40] to analyze the impact of changes in the radiation patterns and temperature.

In this paper, the aforementioned trend analysis techniques are utilized to see if there is a significant change in the training curve, and the learning rate is reduced whenever the loss plateaus.
3. The Proposed Algorithm

In this paper, SGD is utilized for the training of deep learning networks and two well-known trend analysis techniques (i.e., the Mann-Kendall and Cox-Stuart tests) are leveraged for automatic learning rate adaptation as described in the following sections.

3.1. Stochastic Gradient Descent

Supervised learning is the most popular machine learning technique for either deep or shallow networks. In a supervised learning, an objective function measuring the error or distance between the actual and desired outputs is computed. The learning process includes adapting its internal parameters in order to minimize this error. Such adjustable parameters are also called “weights”. Deep neural networks may contain millions of weights which need to be updated during the training process. In order to update the weights properly, in each iteration, a gradient vector is computed which measures the error when the weight is increased by a very small factor. Then, using the opposite direction of the gradient vector, the weights are updated. If the gradient vector is negative, the direction of the steepest descent takes the objective function to the average low output error or its minimal point [41].

SGD is one of the most common procedures used to minimize the objective function, especially for neural networks and deep learning. In overall, it consists of computing the outputs, errors, and the average gradient for a few input examples. Accordingly, the weights are updated based on such information. After repeating this process for many small training sets, it stops when the error or loss stops decreasing. This process is surprisingly fast compared to its batch version which employs all training examples in each iteration [25].

Generally, a neural network, deep or not, consists of an input layer \( X = \{x_1, \ldots, x_i, \ldots, x_N\}\) including \( N\) input examples, the hidden layers containing \( K\) neurons \( H = \{h_1, \ldots, h_k, \ldots, h_K\}\), and an output layer including \( M\) outputs \( Y = \{y_1, \ldots, y_j, \ldots, y_M\}\). The neurons are connected to each other with \( w_{ik}\) or \( w'_{kj}\) which indicates the weights between the \( i\)-th input and the \( k\)-th hidden neuron or the \( k\)-th hidden neuron and the \( j\)-th output neuron. To simplify, the whole weights can be considered as the entries of a general weight matrix \( W\). A simple version of this network is shown in Figure 1. An output of a neuron \( y_{ij} \) is calculated using Equation (1) and the optimization function \( L\) is defined in Equation (2) [42].

\[
y_{ij} = f(\sum_{k} w'_{kj} \ast h_k); \tag{1}
\]

\[
L(W) = \frac{1}{N} \sum_{i=1}^{N} E(x_i) + \lambda r(W); \tag{2}
\]

where \( f\) is the activation function (e.g., sigmoid, tanh, or ReLU) which produces the non-linearity in a neural network. \( E\) is the loss on data instance \( x_i\) (e.g., \( E = 1/2 \sum_{j=1}^{M}(y_j - t_j)^2\), where \( t_j\) is the actual output and \( y_j\) is the predicted one). The regularization term is \( r(W)\) with the weight \( \lambda\). Since the input size \(|D|\) may be very large in practice, a stochastic approximation of the optimization function is used \((N \ll |D|)\) as shown in Equation (2). The loss function \( E\) is computed in the forward pass of the backpropagation neural network, while its gradient \( \Delta E_w\) is calculated in the backward pass. In particular, SGD updates the weights using a linear combination of the previous weight update \( V_t\) and the negative gradient \( \Delta L(W_t)\) (given in Equation (4)), where \( W_t\) and \( W_{t+1}\) are the previous and updated weight matrices, respectively.

\[
V_{t+1} = \mu V_t - \alpha \Delta L(W_t); \tag{3}
\]

\[
W_{t+1} = W_t + (V_{t+1}); \tag{4}
\]

There are two important hyperparameters in the weight update formula that need to be assigned carefully: (1) the learning rate \( \alpha\) or the negative gradient weight, and (2) the momentum \( \mu\) or the weight of the previous update. Regarding the learning rate which heavily affects the network performance in practice, it has been shown that the drop-based techniques are slightly preferable and efficient for deep neural networks [21], [22]. Therefore, an automatic and fast learning rate schedule is proposed in this paper, so that there is no need to manually select the number of training iterations in which the learning rate should be decreased.

3.2. Non-Parametric Trend Analysis

In a non-parametric trend test, no assumption of normality is required and a null hypothesis, \( H_0\), is that the data population is identically distributed and comes from an independent population [43]. Since the errors in a deep neural network may not be normally distributed, two well-known non-parametric trend tests are utilized in this paper, which are described in the following sections. In a hypothesis test, the p-value determines the statistical significance and plays a key role in interpreting the data statistics. To find a specific difference in an experiment, it is assumed that the null hypothesis \( H_0\) is true. If the p-value is small (less than a significant value \( \varphi\)), then the null hypothesis is rejected which shows a significant change in the data observations; while a large p-value (greater than \( \varphi\)) indicates the acceptance of the \( H_0\).
3.2.1. Mann-Kendall Trend Test. The Mann-Kendall is a popular non-parametric trend test commonly used to detect monotonic trends in series, especially for climate or environmental data [35], [36]. Suppose a set of observations are denoted as \( \{x_1, x_2, \ldots, x_N\} \) ordered in time. The Mann-Kendall statistic is given as Equation (5) [33], [43]:

\[
S = \sum_{k=1}^{N-1} \sum_{j=k+1}^{N} \text{sgn}(x_j - x_k)
\]

where

\[
\text{sgn}(x_j - x_k) = \begin{cases} 
1, & \text{if } x_j - x_k > 0 \\
0, & \text{if } x_j - x_k = 0 \\
-1, & \text{if } x_j - x_k < 0
\end{cases}
\]

The mean of the Mann-Kendall statistic is \( E[S] = 0 \) and its variance \( \sigma^2 \) is calculated as:

\[
\sigma^2 = \frac{N(N-1)(2N+5)}{18} - \sum_{j=1}^{N} t_j(t_j-1)(2t_j+5)
\]

where the number of data points is denoted as \( N \), the number of the tied groups in the data set is \( q \), and the number of data points in the \( j \)th tied group is \( t_j \).

Finally, the test statistic \( Z \) is calculated using \( S \) and \( \sigma^2 \) (given in Equation (8)):

\[
Z = \begin{cases} 
\frac{S-1}{\sigma}, & \text{if } S > 0 \\
0, & \text{if } S = 0 \\
\frac{S+1}{\sigma}, & \text{if } S < 0
\end{cases}
\]

Similar to other two-sided tests, the \( p\)-value in the Mann-Kendall represents the probability of the error regarding the null hypothesis \( H_0 \). This probability shows whether there is no trend or a significant change in the time series. If \( Z \) is negative (positive) and the probability is greater than the level of significance, there is a decreasing (increasing) trend in the data series, otherwise there is no significant trend.

3.2.2. Cox-Stuart Trend Test. Another trend analysis utilized in this paper is a sign test proposed by Cox and Stuart [39]. This is a simple test for a monotonic (increasing or decreasing) trend analysis. Using the notions of the previous section, the data observations are paired as:

\[
\{x_1, x_{c+1}\}, \{x_2, x_{c+2}\}, \ldots, \{x_{N-c}, x_N\}.
\]

where \( c = \frac{N}{2} \) if \( N \) is even and \( c = \frac{N+1}{2} \) if \( N \) is odd. Then, a sign test is applied as follows. First, the differences between each pair is taken. In an increasing trend, it is expected most of the differences to be positive. On the contrary, a predominance of negative differences demonstrates a decreasing trend. Specifically, the Cox-Stuart test for \( N > 30 \) is calculated as [43]:

\[
Z = \frac{|Sg - \frac{N}{2}|}{\sqrt{\frac{N}{12}}}
\]

where the maximum number of the signs is denoted as \( Sg \). Again, \( p\)-value represents the probability of the error regrading the selected significance level.

3.3. Online Learning Rate Schedule

In a training process, the loss function could be subjected to gradual changes or decay. In the drop-based techniques, it is desirable to drop the learning rate after several iterations. To automatically determine the number of iterations, an online learning rate schedule is proposed using the non-parametric trend analysis techniques. Figure 2 presents the overall training algorithm. The input of this algorithm contains the training input \( X \) and initial weight matrix \( W \) which will be iteratively updated using the SGD algorithm as shown in line 5. There are three hyperparameters: the learning rate \( \alpha \), the decay factor \( \theta \), and a new hyperparameter \( \varphi \) which will be initialized in this algorithm. Decay is the factor to be used for learning rate annealing. Similar to other learning parameters, the initialization values (\( \alpha_0 \) and \( \theta_0 \)) may be altered for different datasets. The \( \varphi \) is defined as the level of significance for the trend analysis. After initialization, the training is started and the network weight is updated in each iteration. Suppose the network is going to be trained for \( I \) iteration (e.g., 100,000). Thus, the whole learning process is divided into \( I' \) steps (e.g., 20 steps with each 5,000 iterations). In each iteration, SGD is employed on the data using the current weight matrix \( W \) and the learning rate value. Then the corresponding loss (error) is extracted (line 6 in Figure 2) as explained in Section 3.1. This process will be executed for \( I' \) iterations. After that, a scheduler is employed to update the hyperparameters (\( \alpha \), \( \theta \), and \( \varphi \)) as shown in Figure 3. This algorithm illustrates the whole procedure of the proposed online learning rate annealing. First, a time-series object \( TS \) of the losses is created as shown in line 3 in Figure 3. This object is used as the input of the trend analysis function (e.g., Mann-Kendall or Cox-Stuart) in order to detect the trends in the losses curves. The learning rate is updated if there is no significant change in the losses or if the trend is positive, which means the losses are increasing. The significant level is defined by \( \varphi \) and is updated whenever the learning rate is decreased. If the loss plateaus, the learning rate is divided by \( \theta \). In addition, the decay factor \( \theta \) is divided by 2 to reduce the learning rate decay over time. Similarly, the significance level \( \varphi \) is multiplied by 2 as the loss changes are reduced exponentially over time. In other words, the losses are reduced very fast in the early iterations so the \( p\)-value should be very small (e.g., less than 0.05), while in the last iterations where the loss curve is going to be flatten, the \( p\)-value threshold should be increased (e.g., 0.1).

4. Experiments

In this paper, the main focus is to show the functionality and effectiveness of the proposed Trend-Based Learning Rate Annealing (T-LRA) on the stat-of-the-art algorithms and large public datasets. For this purpose, a popular deep learning algorithm, called CNNs (Convolutional Neural Networks), is used and the experiments are conducted on a challenging multimedia task, namely concept and image classification. SGD algorithm is highly used in CNNs to
1. **procedure** DPLEARNING$(X,W)$ \(\triangleright\) Training the network
2. \(\alpha = \alpha_0, \ \theta = \theta_0, \ \varphi = \varphi_0;\)
3. for all iterations \(i \in (1, \cdots, I')\) do
4. \(\text{for } j = 1 \text{ to } I/I' \text{ do}\)
5. \(W = \text{SGD}(X,W,\alpha); \ \triangleright\) Update the weight
6. \(L[j] = \text{ExtractLoss}(W);\)
7. end for
8. end for
9. end procedure

Figure 2. Training deep neural network

1. **procedure** LRSCHEDULER$(L,\alpha,\theta,\varphi)$ \(\triangleright\) Schedule the learning rate
2. SampleSet = $L$;
3. \(TS = \text{TimeSeries}(\text{SampleSet});\)
4. \(Tr = \text{MannKendall}(TS); \ \triangleright Tr=CoxStuart(TS)\)
5. if \(\text{sign} > 0 \text{ or } Tr.p-value > \varphi\) then
6. \(\alpha = \frac{\alpha}{\varphi};\)
7. \(\theta = \frac{\theta}{\varphi};\)
8. \(\varphi = \varphi * 2;\)
9. end if
10. end procedure

Figure 3. The proposed online learning rate annealing algorithm

As mentioned earlier, the T-LRA algorithm can be run in parallel with the NIN algorithm. Every 5K iterations of the NIN training, T-LRA is called and calculates the trend in the current training curve. If a significant trend is observed in the curve, the learning rate remains constant, otherwise it is updated as explained in Figure 3. The 5K-iteration criterion is selected because enough data (losses in this paper) is needed for a statistical test. In addition, based on the experiments, it is an adequate and reasonable range to find significant changes in the training curve.

### 4.1. Convolutional Neural Networks (CNNs)

The proposed T-LRA is a general learning rate scheduler that can be used for different classifiers and applications. Specifically, in this paper, it is applied on a successful CNN architecture called Network In Network (NIN) [44]. This architecture is selected as it has shown very promising performance on image recognition and classification, while it has a very simple and straightforward architecture. The difference between NIN and the conventional CNNs is the utilization of advanced micro neural networks to abstract the data within the receptive field. In overall, The Deep NIN consists of the following layers (as also shown in Figure 4). First, a stack of mlpconv layers is used which replaces the Generalized Linear Model (GLM) in traditional CNNs with MultiLayer Perceptron (MLP) to convolve over the input. Then, oversampling layers are used after each mlpconv and followed by a dropout layer. The dropout layer can somehow prevent from overfitting in fully connected layers [11], [45]. Finally, the global average pooling and cost layers are added in the last layer. It is worth mentioning that a simple architecture of the NIN network is used to only focus on the functionality of the proposed learning rate scheduler. Therefore, other techniques such as augmentation, ensemble, and sampling have not been conducted in these experiments.

### 4.2. Results and Discussions

The proposed T-LRA is evaluated on a public multimedia dataset called CIFAR-10 [46]. This dataset includes 60,000 images (50,000 for training and 10,000 for testing) with labels and is used for image classification and object recognition. It is also composed of 10 classes as shown in Figure 5. The main challenge in this dataset is that it includes tiny color images with \(32 \times 32\) resolution, taken from the dataset of 80 million tiny images [47]. Therefore, it may be thought it does not include enough information to detect objects effectively. However, this public dataset is used for many multimedia and computer vision competitions every year and even a small improvement in accuracy (e.g., 1%) can distinguish the proposed model.

Several experiments have been conducted to demonstrate the effectiveness of the proposed T-LRA. Both Cox-Stuart and Mann-Kendall trend analysis techniques are used to
schedule the learning rate. The results are also compared to the benchmark technique with the original SGD. Although there are other learning rate scheduling techniques (e.g., drop-based or time-based schedules), they are not used as the comparison benchmarks because this is a subjective problem and there is no specific rule when the learning rate should be dropped. Different studies use different epochs to reduce or increase the rate which is completely based on trial and error. This is another reason why an automatic scheduler is needed to handle this issue in a general manner. The evaluation criteria include common metrics such as accuracy and losses (as explained in Section 3.1 Equation (2)).

A popular deep learning framework called Caffe [48] is used to train the NIN network on the CIFAR-10 dataset. This C++ library contains the state-of-the-art deep learning techniques (e.g., CNNs) and several pre-trained reference models. The NIN network is trained on CPU mode using 6 servers with 64 processor.

The network input for this dataset is $32 \times 32$ with mean subtraction. The solver parameters include the base learning rate $\alpha_0$ of 0.01 and SGD with momentum 0.9. In total, the network is trained for more than 100,000 iterations. The initial decay factor $\theta$ is selected as 10, which means the learning rate is divided by 10 in the first steps, while this factor is reduced gradually (i.e., divided by 2 each time when $\alpha$ changes) to lessen the effects of the learning rate changes in the final stages. Another important parameter is the significance level $\phi$ which controls the range of $p$-value in the trend analysis algorithms. It is initialized to 0.05 and increased gradually due to the significant loss changes in early iterations and small loss changes in the final iterations.

Figure 6 shows the behavior of the training and testing in three methods. The first model is the original SGD without the learning rate scheduling algorithm. The second and third models are the proposed learning rate annealing based on the Cox-Stuart and Mann-Kendall trend analysis techniques, respectively. The first plot (Figure 6a) shows the training losses of these three models for more than 70,000 iterations. As can be inferred from this plot, both Mann-Kendall and Cox-Stuart have lower training losses compared to the original SGD algorithm. Specifically, Cox-Stuart losses are decreased around 30K iterations compared to both original and Mann-Kendall approaches, while Mann-Kendall training losses are suddenly decreased around 40K iterations and stays as low as possible compared to Cox-Stuart and the original one. On the other hand, the test losses plot (Figure 6b), shows the supremacy of the Cox-Stuart than Mann-Kendall as it has lower losses, especially after 30K iterations. In this plot, though, the average losses for Mann-Kendall are much smaller than the original algorithm. Finally, the last plot (Figure 6c) shows the comparison between the test accuracy of each algorithm in different iterations. As can be seen from this plot, all these three algorithms have the same accuracy in the first steps. At 30K iterations, the Cox-Stuart $p$-value is no longer smaller than the selected significance level (e.g., 0.05) which causes a drop in the learning rate value. This drop improves the accuracy from 0.844 to 0.860 as shown in the second row of Table 1. Around 40K iterations, a similar case happens for Mann-kendall where the accuracy increases significantly from 0.834 to 0.863 as depicted in both Figure 6c and the third row of Table 1. It can be seen that the original SGD does not have this improvement even after many iterations because it may be trapped in a local minimum. The final results during the 70K iterations are shown in Table 1. The accuracy of the proposed learning rate annealing could reach to 0.862 and 0.867 using the Cox-Stuart and the Mann-Kendall trend analysis techniques, respectively.

One improvement is to increase the initial value of the significance factor $\phi_0$ from 0.05 to 0.1 since the loss trend usually changes very slowly compared to the other trend analysis applications (e.g., environmental changes). However, this improvement causes more computational cost because it needs more iterations to reach its maximum performance. To show the effects of the significance factor, another experiment is conducted using the NIN network and the Mann-Kendall trend analysis (because it shows a higher accuracy than the Cox-Stuart one in the previous results). For this purpose, $\phi_0$ is initialized to 0.1 and multiplied by 2 every time the learning rate is decreased. The results are shown in the last row of Table 1. As can be seen from this table, the proposed algorithm has similar results as the original SGD until iteration 50K. Then, it shows a significant increase around 60K and finally reaches to 0.87 at 70K, which is higher than all the other methods in this iteration. The learning rate annealing is executed every 5K iterations during the training of the deep network. Finally, the maximum accuracy of 0.879 is obtained, which is 3.3% higher than the one in the SGD algorithm.

The aforementioned results show the effectiveness of the proposed learning rate annealing compared to the algorithms that do not leverage any scheduling method. In addition, it automates the process of learning rate modifications, which means it can reach to the highest accuracy without manually changing the hyperparameters. Moreover, due to the very light processing of the proposed algorithm, its computational time can be completely disregarded compared to the heavy SGD costs. Therefore, it can be easily integrated with online algorithms and applications. Regarding the efficiency of the proposed method, as explained in Table 1, the proposed method can achieve a higher performance in fewer iterations. For example in 50k iterations, the accuracy of 0.863 is obtained using the Mann-Kendall trend analysis with $\phi_0 = 0.05$; while the original SGD achieves the accuracy of 0.845 and can only increase it by 0.1% after 10k iterations. Moreover, for the proposed method, the accuracy is increased by 0.3% after 10k iterations, which shows the effectiveness and efficiency of the proposed method.

5. Conclusion

This paper proposes a novel learning rate annealing (scheduling) using two light and efficient trend analysis approaches (namely, Cox-Stuart and Mann-Kendall). This automatic and online drop-based technique reduces the learning rate value gradually to avoid trapping in a local
Figure 6. Performance comparison of the original SGD algorithm and the proposed algorithm using both Cox-Stuart and Mann-Kendall tests with $\phi_0 = 0.05$. (a) shows the training losses vs iterations. Similar phenomena are shown in (b), presenting the testing losses vs iterations. The accuracy plot is demonstrated in (c).

minimum in a training loss curve, where there may exist a global minimum. Specifically, it is applied on a popular deep learning architecture called Network In Network and evaluated using a public large-scale image dataset called CIFAR-10. The proposed algorithm improves the results of the original stochastic gradient descent, used in many learning algorithms such as backpropagation. In overall, the classification accuracy on the testing data is increased by 3.3% compared to the SGD algorithm. In addition, the proposed algorithm reaches the highest accuracy in a smaller number of iterations and reduces the computational costs of training.

In future, the proposed learning rate annealing will be extended using more trend analysis techniques. In addition, it will be applied on deeper network architectures and larger datasets with multi-modality.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30K</td>
</tr>
<tr>
<td>Original</td>
<td>0.844</td>
</tr>
<tr>
<td>Cox-Stuart ($\phi_0 = 0.05$)</td>
<td>0.844</td>
</tr>
<tr>
<td>Mann-Kendall ($\phi_0 = 0.05$)</td>
<td>0.844</td>
</tr>
<tr>
<td>Mann-Kendall ($\phi_0 = 0.1$)</td>
<td>0.844</td>
</tr>
</tbody>
</table>
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