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Abstract

A novel approach to image retrieval using color, texture
and spatial information is proposed. The color informa-
tion of an image is represented by the proposed color ho-
mogram, which takes into account both the occurrence of
colors of pixels and the colors of their neighboring pix-
els. The proposed Fuzzy Color homogeneity, encoded by
fuzzy sets, is incorporated in the color homogram compu-
tation. The texture information is described by the mean,
variance and energy of wavelet decomposition coefficients
in all subbands. The spatial information is characterized by
the class parameters obtained automatically from a unique
unsupervised segmentation algorithm in combination with
wavelet decomposition. Multi-stage filtering is applied to
query processing to reduce the search range to speed up the
query. Color homogram filter, wavelet texture filter, and
spatial filter are used in sequence to eliminate images that
are dissimilar to a query image in color, texture, and spa-
tial information from the search ranges respectively. The
proposed texture distance measure used in the wavelet tex-
ture filter considers the relationship between the coefficient
value ranges and the decomposition levels, thus improving
the retrieval performance. The final query ranking is based
on the total normalized distance in color, texture, and spa-
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tial information of all images passing the three filters. The
experimental results show the effectiveness of the proposed
approach.

1 Introduction

Recently, Content-based Image Retrieval (CBIR) has
been an active research area because of the demand for ef-
ficient image retrieval in large image databases. The tra-
ditional way of retrieving images is by manually annotated
keywords (text-based). There are two main disadvantages.
First, it is labor-intensive and therefore time-consuming and
expensive. Secondly, the rich semantics of an image is dif-
ficult to be precisely described and different people may
describe the same image in different ways [1] [2]. To
overcome the drawbacks of the text-based approach, the
content-based image retrieval (CBIR) approach that tries to
retrieve images directly and automatically based on their vi-
sual contents such as color, texture, and shape was proposed
[1] [2]. In a typical content-based image retrieval system,
the query pattern is query by example, which searches the
top N images similar to an example image. Before the re-
trieval, the visual features are extracted from all images in
an image database offline. During the retrieval, the visual
features of the example image are compared to those of all
images in the image database and the top N images are re-



turned as the query result [1] [2].
There have been many content-based image retrieval sys-

tems built in the literature. In the QBIC system [3], color,
texture, or shape information is used in image representa-
tion. Color information is encoded using two color vectors.
One is the 3D average color vector of an image in RGB,
YIQ, Lab, and Munsell color spaces. The other one is a 256-
bin color histogram in RGB color space. The average color
vector acts as a filter to limit the expensive computations
required in the color histogram computation. An improved
Tamura texture representation is used as texture informa-
tion. Shape information is described by area, circularity,
eccentricity, major axis orientation, and moment invariants
[1]. The VisualSEEK system [4] employs color represented
by color set, texture described by the energies of wavelet co-
efficients in all subbands and spatial relationships between
image regions. During the retrieval, queries based on indi-
vidual features are first processed independently. Then the
individual results are combined using a weighted sum of
distances [1] [4]. The system in [5] screens the objection-
able images through an icon filter, a graph-photo detector, a
color histogram filter, a texture filter, and a shape filter.

Our approach is unique in several aspects. First, a novel
color homogram is proposed. It extracts both the global
and local color information by considering both the occur-
rence of colors of pixels and the colors of their neighbor-
ing pixels effectively and efficiently. The color homogram
computation utilizes the proposed concept Fuzzy Color Ho-
mogeneity, encoded by fuzzy sets. The color space quanti-
zation is done by categorizing the pixel colors into thirteen
categories. Secondly, a novel distance measure based on
wavelet decomposition technique is proposed. The distance
measure considers the relationship between the coefficient
value scale and the decomposition level. Thirdly, the spatial
information of an image is automatically extracted using a
unique unsupervised segmentation algorithm. Fourthly, the
wavelet technique is incorporated in generating the initial
partition for the segmentation algorithm, improving the seg-
mentation performance twice.

The rest of the paper is organized as follows. The pro-
posed approach is presented in Section 2. In this section, an
overview of the entire approach is given first. Then the color
homogram filter, the wavelet texture filter, the spatial filter,
and the final query presentation are discussed respectively.
Section 3 shows the experimental results. The conclusion is
presented in Section 4.

2 The Proposed Approach

The architecture of our approach is illustrated in Figure
1. There are three major processing units: offline feature
extraction, online query processing and online query pre-
sentation. First, the color, texture, and spatial information

are extracted by applying color homogram computation,
wavelet texture extraction, and unsupervised segmentation
algorithm to all images in the image database before the
retrieval. All extracted visual feature information is stored
in another database called image feature database. During
retrieval, users issue a query by selecting an example im-
age from all images in the image database. The query is
processed using color homogram filter, wavelet texture fil-
ter, spatial filter, and the final query ranking algorithm se-
quentially. All images except the query image in the image
database are first filtered using the color filter, which ex-
cludes images that are much different from the query image
in color. Then the wavelet texture filter uses as input the
query result of the color filter, compares the texture infor-
mation of the images and discards the images whose color
information is similar to that of the query image but the tex-
ture information is much different from that of the query
image. Next, the spatial segmentation filter is applied to the
query result in this stage. It compares the spatial informa-
tion of the images in its search range to the query image and
eliminates the images that are similar to the query image in
color and texture but much disparate from the query image
in spatial information. The last step of query processing is
the final query ranking based on the total normalized dis-
tance in color, texture, and spatial information. The query
presentation component displays the top N images among
the final query result in the user interface.

2.1 Color Homogram Filter

In this section, we will first discuss the concept of fuzzy
color homogeneity and the computation of color homogram,
and then present the filtering scheme using the color homo-
gram.

2.1.1 Color Homogram and Its Computation

Color is commonly considered as the most dominant and
distinguishing visual feature in content-based image re-
trieval [2]. Color is perceived by humans as a combination
of three color stimului: Red, Green, Blue, which forms a
color space. More color spaces can be obtained by separat-
ing the luminance from the chromatic information. There
are many color spaces, such as RGB, YIQ, YUV, CIE LAB,
CIE LUV, and HSV, none of which is dominant in every ap-
plication. RGB is the most widely used color space because
of the supporting hardware devices. YIQ and YUV are used
in color TV broadcasting. CIE LAB and CIE LUV are uni-
form color spaces because the Euclidean distance between
two color values in these two spaces matches the human
perception. Among all color spaces, only H (Hue) S (Sat-
uration) V (Value) and its variants are perceptual, which
makes HSV a proven color space particularly amenable to
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color image analysis. Therefore, we chose the HSV color
space [6] [12] [13] [16]. We also select CIE LAB space to
compute the color homogram.

Many schemes have been developed to extract the color
information from an image. Color histogram is the most
commonly used one because it is computationally fast [2]
[12] [13]. The disadvantage of color histogram is that it
does not consider the local color information. To over-
come this shortcoming, two typical schemes, color coher-
ence vector and color correlogram among others, were pro-
posed. Color coherence vector divides each histogram bin
into two bins: one with coherent pixels and the other with
non-coherence pixels. A pixel is considered as coherent if
there is at least one neighboring pixel of the same color.
Color correlogram uses co-occurrence matrices, where each
element at position (i, j) represents the number of pixels of
color�� found at distance d from pixels of color� � [2] [17].

A new approach is proposed in this paper. We include
the local color information by considering the color homo-
geneity of each pixel with respect to its neighboring pixels.
Our approach is different from the previous approaches in
several aspects. First, we consider the neighboring pixels
of similar colors, not just of the same colors. Second, the
fuzzy set technique is utilized to encode the degree of color
similarity (homogeneity). Third, the color categorization is
incorporated in color space quantization.

In [15], the authors introduced fuzzy homogeneity for
gray values (instead of color values) using the fuzzy set the-
ory and applied this concept to histogram thresholding for
gray-scale image segmentation. A gray-scale homogram
of 256 bins was used. In [16], the gray-scale fuzzy ho-
mogeneity and 256-bin gray-scale homogram are applied
to each channel of a color space to segment color images.
We adapt the gray-scale fuzzy homogeneity and gray-scale
homogram to color images and propose fuzzy color homo-
geneity and color homogram in our approach. First, we
define the degree of color homogeneity of two pixels of
two colors based on the Euclidean distance between the two
color values in CIE LAB color space. Second, we quantize
the color space using color categorization based on H S V
value ranges to reduce the computation complexity, storage
space, and dimension of the feature vector. The following
three definitions are derived from [15] [16].

Definition 1. Let ���� �� and ���� �� be the color values
in CIE LAB space of two pixels at location ��� �� and ��� ��
in an image of size M-by-N. The degree of homogeneity in
terms of color (color homogeneity) between these two pix-
els is denoted by Æ����, where �� is the Euclidean dis-
tance between ���� �� and ���� ��. Let � be the maximum
distance between two colors in LAB space. Æ���� is de-
fined as follows:

Æ���� � ����� �� �� ��
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����� 	� 
� �� is the standard fuzzy Z function [15]. We as-
sign 0 to a, L/2 to b, and L to c and hence����� �� ���� ��
is used in our approach.

The color homogeneity between pixels and their neigh-
bors can be computed by considering the neighbors at dif-
ferent angels 
 separately and summing up all individual
homogeneity values.

Definition 2. A fuzzy color homogeneity vector at angle

, denoted by ���� 
�, is defined as:

���� 
� �
�
��

Æ������� ����

, where �� refers to a pixel of color �, �� in-
dicates the specific neighbor at angle 
, 
 �
��Æ� ��Æ� 	�Æ� 
��Æ� 
��Æ� ���Æ� �
�Æ� �
�Æ�.

As we can see, the fuzzy color homogeneity vector
���� 
� represents the sum of the color homogeneity val-
ues of all pixels of color � and their neighbors at angle 
.
Considering the symmetricity, we can reduce the total num-
ber of fuzzy color homogeneity vectors to four, which are
���� �Æ�, ���� ��Æ�, ���� 	�Æ� and ���� 
��Æ�. By nor-
malizing, summing up and averaging these four color ho-
mogeneity vectors for each color �, the color homogram
can be obtained.

Definition 3. A color homogram � of an image of size
M-by-N is defined as a function of color values � in LAB
color space, the function value at specific color� is denoted
by ����.

���� �
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There are so many possible color values in LAB color
space. To compute a practical color homogram, we must
quantize the color space. We employ the idea of color cat-
egorization for color space quantization. In [6], the author
experimentally categorized the pixels based on the H, S, and
V value ranges and used these color categories for the rep-
resentative colors of the color segments generated from his
color segmentation algorithm. Twelve categories are ob-
tained. They are black, white, red, bright red, yellow, bright
yellow, green, bright green, blue, bright blue, purple and
bright purple. The Hue is divided into five main color slices
and five transition color slices. Each transition color slice is
considered in both adjacent main color slices. We adopted
this categorization method in the color homogram compu-
tation. We disregard the difference between the bright chro-
matic pixels and the chromatic pixels to reduce the total
number of colors. Each transition color slice is treated as



Figure 2. Query result of image 301.

a separate category instead of being combined into both ad-
jacent main color slices. A new category ”gray” is added to
count all possible value ranges. Therefore, totally thirteen
color categories are generated in our approach.

2.1.2 Color Homogram Fileter

The color homograms of all images in the image database
are generated offline before the retrieval. During the re-
trieval, the color filter compares the color homogram of the
query image to those of all images in the database using the
��-Distance, also called city block distance [2]. The ��-
Distance between the color homograms of a query image �
and an image � in the image database, denoted by 	
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���, where �� is the

homogeneity value of the ��� color category and B is the
total number of color categories.

The color homogram filter eliminates the images whose
color homogram distance is larger than a threshold. It effec-
tively removes around eighty-five percent of the images in
the database from its search range. This dramatically saves
the computation time taken unnecessarily for feature com-
parison in later stages.

2.2 Wavelet Texture Filter

Wavelet transform converts a function ���� to a combi-
nation of two families of basis functions called wavelets,
represented by ��
��� and ��
���. These wavelets are
generated by the following transation and dilation of a
mother wavelet ��
��� and a father wavelet ��
��� re-

spectively [8] [9] [10]:

��
��� � ����	������� ���

��
��� � ����	������� ��

where m and n are integers, m indicates the scale, and n
indicates the position. A signal ���� can therefore be rep-
resented by
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�
�
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where 	�
 and ��
 are the coefficients after wavelet trans-
formation. In a one-level wavelet transformation, a low-
pass filter (LPF) and a high-pass filter (HPF) are applied to
a signal and the outputs of the filers are downsampled by
two. The LPF generates approximation coefficients 	�
,
while the HPF produces fluctuation coefficients ��
 [8] [9]
[10].

With respect to an image, the first-level wavelet trans-
form is done by first applying the one-level wavelet trans-
form to each row of the original image and then applying
one-level transform to each new column of the intermediary
result matrix. This generates four sub-images (subbands) of
the original image. They are the approximation sub-image
��, the horizontal detail sub-image ��, the vertical detail
sub-image ��, and the diagonal detail sub-image ��. Ap-
plying the same procedure to the sub-image �� generates
the second level wavelet transform consisting of four sub-
images of ��: �	, �	, �	, and �	. A multi-level pyra-
mid wavelet transformation is then obtained by applying the
same procedure to the approximation sub-image at lower
levels [8] [9] [10].

Among all kinds of wavelets, Daubechies wavelets are
proven to be good for image analysis and synthesis be-
cause of their compact support, more continuous deriva-
tives, and zero integral of mother wavelets [10]. There-
fore, Daubechies wavelets are chosen in our approach. The
maximum decomposition level is three. The wavelet tex-
ture computation algorithm transforms the gray-scale ver-
sions of a query image and all images in the image database
and stores three feature vectors for each image. The three
vectors are mean vector, variance vector, and energy vector
representing the mean, variance, and energy of coefficients
in each subband respectively.

The wavelet texture filter compares the mean, variance,
and energy vectors of a query image to those of an image in
the query result obtained from the color filter using the fol-
lowing scheme. First, a Euclidean distance �	 between the
corresponding components of each feature vector at each
decomposition level is computed. Three distance values per
feature vector and totally nine distance values are produced.
Considering that the coefficients at higher decomposition
level are usually much larger than those at the lower level,
the nine distance values are then normalized by dividing
them by their maximum distance values. A total distance
is computed for each feature (mean, variance, or energy)



using the mean of the three normalized distance values at
three levels. The total texture distance between a query im-
age � and the ��� image in the search range is computed as
the mean of the three texture feature distances:
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where ���� ����� represents the distance between the ���
texture feature.

The wavelet texture filter removes images whose texture
distances exceed a threshold from its search range. Around
half of the images in the query result obtained from the color
filter are eliminated. The query result of the wavelet tex-
ture filter is sent to the spatial segmentation filter for further
comparison.

2.3 Spatial Filter

The spatial information of a gray-scale image is repre-
sented by the class parameters generated by our Simulta-
neous Partition and Class Parameter Estimation (SPCPE)
algorithm because a class is characterized by a polynomial
function between the intensities of pixels in this class and
their spatial locations with the class parameters being the
coefficients of the function. The SPCPE algorithm par-
titions a gray-scale image into b segments belonging to s
classes. With an initial partition, the estimation of the par-
tition and class parameters is performed iteratively and si-
multaneously through Bayesian learning. [7] [11] [12] [13].

The initial partition is very important in generating the fi-
nal segmentation result. The previous version of the SPCPE
algorithm generates the initial partition randomly, which is
unstable and not very effective. To solve this problem, the
wavelet decomposition technique is utilized. The basic idea
is to generate a candidate partition for each decomposition
subband in a one-level wavelet decomposition based on the
prominent coefficients in that subband. The one with the
least cost 
���� ��� ��� ��� is chosen as the final result.
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, where ��� represents the intensity of the pixel at ��� ��,
��� ��� ��� �� refer to the partitions and class parameters for
class 1 and 2, and ������ �
�� and �	���� �
	� are the proba-
bilities of the pixel at ��� �� belonging to class 1 and class 2
given class parameters 
�,
	 respectively [12] [13].

The SPCPE algorithm partitions all images in the image
database and stores two vectors (one for each class) for each
image in the feature database. Each vector is composed of
all parameters for a class. The spatial filter computes the
spatial information similarity between a query image q and
an image d in its search range according to the Euclidian
distance between their corresponding class parameter vec-
tors:
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Figure 3. Query result of image 802.

where m refers to the class m and 	�� refers to the ���
class parameter for class m. The spatial filter uses a thresh-
old to eliminate the images that are not similar to the query
image in the spatial information. It effectively eliminates
approximately half of the images from its search range.

2.4 Final Query Ranking and Presentation

At the last stage, a total normalized distance including
the color, texture, and spatial information is used to rank
the images in the query result obtained from the spatial fil-
ter. Normalization is required because the distance values of
different visual features may be at different scales. The ra-
tio of each visual feature distance to its corresponding max-
imum distance is used in our approach. The total similarity
distance between a query image q and the image d in the
final query result is given as:
	��	��� �� � 	�������� ��������	���
�	�������� ���
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where� is the number of images that passed all three filters:
the color homogram filter, the wavelet texture filter and the
spatial filter. The images in the query result of the spatial
filter are sorted based on their total normalized distances.
The top six or less images that are most similar to the query
image are displayed in the query user interface as the final
query result.

3 Experiments

There are 2,000 images selected from Corel Gallery pub-
lished in [14] in the image database in our current system.
There are twenty semantic categories, each of which con-
sists of 100 images. All images are of size 384x256.



Figure 4. Query result of image 328.

Figure 2 is the query result of Image 301 that consists of
the top six similar images. The image in the first row is the
query image. The images in the next two rows are displayed
in descending ranks. Clearly, all images have a green back-
ground and a brown object as the foreground. The fore-
ground objects are located in similar positions in the im-
ages. Although the Rank 5 image contains some amount
of white color, it is still similar to the query image in that
it contains large amount of green color and large amount
of brown color like the query image. The Rank 6 image
is also similar to the query image though containing some
amount of gray color since it contains a large amount of
green color and the location and color of the foreground ob-
ject are similar to those of the query image. Moreover, all
the foreground objects are in the same semantic categories.
They are all animals.

Figure 3 gives the query result of Image 802. Six images
are returned and displayed similarly to that in Figure 2. It
can be clearly seen that all images contain a black back-
ground and some amount of green color. All of them con-
tain foreground objects located approximately at the cen-
ter of each image although they have different colors. The
Rank 4 image contains some amount of red color that is not
present in the query image. However, it is still similar to the
query image because of the black background and the green
color shared with the query image.

The query result of Image 328 is shown in Figure 4. The
top 6 images are returned and displayed in the same for-
mat as that in the previous figures. It is easily observed that
the scenes in all images are complex. They do not have
a clear background while all images except the Rank 4 im-
age contain a foreground brown object located in the similar
position in each image. All images contain some amount of

black color, some amount of brown color and some amount
of gray colors. The Rank 4 image is returned because it is
much similar to the query image in texture and similar to
the query image in color and spatial information although
the color of the object in it is not brown. In addition, though
the Rank 5 image contains some amount of yellow color, it
is chosen because it is much similar to the query image in
texture and spatial information.

4 Conclusion

In this paper, we proposed a novel image retrieval ap-
proach that consists of three components: offline feature ex-
traction, online query processing and on-line query presen-
tation. The proposed approach includes multi-stage filtering
and therefore greatly reduces the query search ranges at dif-
ferent stages. This way saves a large amount of time for
unnecessary feature comparison. Our approach is unique in
several aspects. First, a novel fuzzy color homogeneity was
proposed. Fuzzy set theory is used to map the color distance
in LAB spaces to the degree of the color similarity (homo-
geneity) between pixels and their neighboring pixels. Sec-
ondly, a novel color homogram was proposed, which con-
siders both the global and local color information. Thirdly,
color categorization is used in color space quantization to
effectively reduce computation complexity and the storage
space in color homogram computation. Fourthly, a novel
texture distance measure considering the relationship be-
tween the wavelet coefficient value ranges and the decom-
position levels is proposed. Fifth, a unique unsupervised
segmentation algorithm together with the wavelet technique
is employed to automatically extract the spatial information
of the images. The wavelet technique used in the initial par-
tition generation doubles the performance of the segmenta-
tion algorithm. In the future, supervised learning algorithm
will be included into the existing framework to further im-
prove the retrieval performance.
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