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Abstract—As the bandwidth of networks is increasing ex-
ponentially, the computational cost to simulate such type
of networks is also growing in a similar fashion. This
paper presents a scalable simulation method, called time-
adaptive numerical simulation, which can be used to rep-
resent dynamics of high speed networks using fluid-based
models. The new method dynamically adjusts the size of
a time step for a numerical solver which solves a system
of differential equations representing dynamics of protocols
and nodes’ behaviors. The simulation results show that the
time-adaptive method reduces the computational time while
achieving the same accuracy compared to that of a fixed
step-size method.

I. INTRODUCTION
Currently, computer networks are growing exponen-

tially in terms of size as well as bandwidth. To serve
the ongoing bandwidth requirement and scalability of
these networks, there has been a continuous evolution
of different protocols for large scale and high speed net-
works [1], [2]. To satisfy the high speed requirement, sev-
eral protocols have been suggested by researchers namely
Fast TCP [3], HSTCP [4], S-TCP [5], BIC-TCP [6],
HAMILTON-TCP [7] on high speed networks. Since net-
works of these types are not publicly available, a network
simulator can be a much simpler way of performance eval-
uation of different protocols. Hence, the analysis and
evaluation of different protocols using different scenarios
posed a research challenge on designing a network simu-
lator suitable for high speed networks.

It is well known that packet-based simulators like
NS2 [8] and Opnet [9] cannot be used in the case of large
simulations [10]. Among the main research direction in
the simulation of TCP/IP networks, we would quote par-
allel simulation projects, such as SSFnet [11] and emula-
tion projects such as NistNet [12]. A current packet level
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simulator takes a large cpu-time and memory to simulate
a single link of 10Gbps bandwidth for 10000 seconds and
this requirement of cpu-time and memory increase with
the increase in total simulation time and the number of
nodes.

Fluid simulation (through approximation of fluid dy-
namics) is based on a path wise description of the dy-
namics of the interaction between flows which takes into
account discrete event phenomena that are of central im-
portance for drop-tail queues at routers/links, such as con-
gestion epochs, losses, synchronization of sources etc. Al-
though it satisfies the simulation of large number of flows
with low bandwidth, the current method is still far be-
hind the high speed networks which involves a few flows.
Several fluid models [13], [14], [15] have been suggested
to evaluate the Additive Increase and Multiplicative De-
crease (AIMD) algorithm of TCP with the parameters re-
lated to AQM router policies and different network pa-
rameters namely link-bandwidth and delay. For the AQM
policies, the packet delay corresponding to each packet is
very much dependent on the bottle-neck queue attached to
that link. As the bandwidth increases, the queuing delay
decreases. To record the packet delay and the correspond-
ing packet drop for a short period of time in TCP, we have
to decrease the time step which in turn increases the ex-
ecution time of the entire simulation. In the case of high
speed networks (of the order of 1Gbps), we have different
scenarios and an ideal scenario includes lesser number of
high speed flows. The current research work focuses on
such a scenario and uses input/output structure of fluid
model for the execution time reduction.

The paper is organized as follows: in section II, we dis-
cuss the motivation and challenges in this area. Section III
gives a brief overview of related work. In section IV, we
discuss a simple system model and idea behind this work.
Section IV introduces a general framework proposed by
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Fig. 1. Scalability as a Function of Network Bandwidth: Packet-
Based Simulation Result from NS2 Simulator and Model-Based Simu-
lation Result from a Fluid Level Simulator Using a Numerical Method,
such as Euler Method.

us. In Section VI, the performance results and the validity
of the proposed fluid simulator are mentioned. The con-
clusion and the possible future research direction can be
found in section VII.

II. MOTIVATION
A. Problem

Nowadays, there have been several research initiatives
which develop and deploy high speed networks over ma-
jor research institutions. These networks, such as NLR
(National Lambda Rail) [1], LONI (Louisiana Optical
Networks Initiative) [2], etc have bandwidths greater than
10 Gbps. By the virtue of DWDM (Dense Wavelength
Division Multiplexing) technology [16] at link layer, a
pair of optical fiber can transmit 30-40 simultaneous light
waves of which transmission bandwidth is 10 Gbps so that
we can achieve up to 400 Gbps of bandwidth at each phys-
ical link. To catch up with those large bandwidths at the
physical layer, many researchers have developed proto-
cols at higher layers, such as transport and network layers.

To develop those protocols, it is necessary to simulate
the behavior of networks in order to evaluate the per-
formance before implementing and deploying networks.
Until now, development of small or mid-scale networks
of which bandwidth is less than 1 Gbps has been sup-
ported by a packet-based simulation which emulates de-
tailed behaviors of packets or queuing theory. However, as
the scale of networks increases, the execution time of the
packet-based simulation methods increases exponentially
due to large number of packets to process. To overcome
the scalability problem, we need to develop a new model-
based simulation framework which takes less amount of

simulation time and uses parallel computation. For the
model-based simulation, we can use an approach based
on fluid dynamics which represents a behavior of an indi-
vidual flow in networks.

Figure 1 shows the execution time between the two
simulation methods as a function of network bandwidth.
The packet-based simulation experiences an exponential
increase in its execution time as its bandwidth expands
more than 1Gbps. However, in a fluid-based simulator,
for bandwidths less than 10Gbps, the execution time is
still reasonable.

Therefore, in this paper, we develop a fluid-based sim-
ulation method which predicts the behavior of transport
and routing protocols over high speed networks within
less amount of execution time.

B. Challenge

As shown in Figure 1, the execution time of fluid-based
simulation is reasonably below that of packet-based simu-
lation. However, its execution time is still more than sev-
eral hours. Furthermore, the execution time will increase
as more number of flows are getting involved in simula-
tion. Therefore, it is necessary to develop a new fluid-
based simulator which is scalable to the size of networks
as well as network bandwidth.

In general, the fluid-based simulation method solves a
set of Ordinary Differential Equations (ODE) which rep-
resent the dynamic behaviors of flows in networks using
numerical methods, such as Euler method and Runge-
Kutta method [17]. When the numerical methods solve
a set of ODE, they use a time step-size, h, which is a step-
size of a solution for Equation 1,

dy(t)

dt
= f(t, y(t)) (1)

to obtain a numerical estimate yk+1 of the Euler
method.

yk+1 = yk + h ∗ f(t, yn) (2)

The numerical solver for a set of ODE is a time-stepped
fluid-based network simulator. The accuracy of a solu-
tion is determined by the time step-size, h, and the net-
work bandwidth because higher bandwidth creates more
finer events in terms of time, such as packet departures
and arrivals at nodes. For example, to represent the be-
havior of flows going through a link below 100 Mbps
which roughly transmits 104 packets per second1 , 10−4

second of time step-size is a minimum time step to catch

1For the convenience of calculation, we assume that the size of
packet is 10,000 bits



interesting events, such as packet arrival and departure,
with no loss of information in the numerical sense. How-
ever, in case of 10 Gbps bandwidth networks, the step-
size should be 10−6 second to solve equations without
any loss. Therefore, simulation of high speed networks
requires a shorter time step-size as the bandwidth of high
speed networks increases.

Clearly, for a given link capacity say Cl, the queue ser-
vice time for each packet say tst. The minimum time step
is such that it should capture this event. Hence, we can
argue that at the interesting events we should atmost have
this size of time-step to create a good snapshot of the net-
work behavior. Therefore, the minimum step size dtmin

is given as

dtmin = tst =
1

Cl

(3)

As the numerical simulations have a shorter time step-
size, the total number of time steps increases. Since the
computational time of the fluid-based simulation is pro-
portional to the number of time steps, the execution time
of the fluid-based simulation for high speed networks
(e.g., more than 10Gbps bandwidth) is more than hun-
dreds of thousand seconds (See Figure 1).

To reduce computational time for the fluid-based simu-
lation, this paper presents a time-adaptive method which
adjusts time step-size based on the dynamics of flows so
that it can reduce the total time steps while achieving sim-
ilar level of error.

For example, the Euler method has accumulated errors,
such as ek+1 = yk+1 − y(tk+1) and ek = yk − y(tk), can
be represented as

ek+1 = ek + hk(f(tk, yk) − f(tk, y(tk))) − O(h2
k),

where yk+1 is an estimate and y(tk) is an exact
solution(tk+1 = tk + h) [17].

Therefore, the accumulated error is dependent on prop-
agational error ek and the time step-size hk at each time
step k. This paper will propose a new algorithm which
changes the step-size hk based on the error sensitivity
while maintaining similar level of error.

For the convenience of calculation, this paper will
use the Euler method as a basic method. However, the
proposed time-adaptive method is still applicable to any
higher order ODE solver.

III. RELATED WORKS

Fluid models give the basis of fluid level simulator and
several fluid models were later introduced by researchers.
Mishra [13] developed a methodology to model the

TCP AIMD algorithm and obtained the expected tran-
sient behavior of networks with Active Queue Manage-
ment routers supporting TCP flows. They used jump pro-
cess driven Stochastic Differential Equations (SDEs) to
model the interactions of a set of TCP flows and Ac-
tive Queue Management routers (RED queue) in a net-
work setting. The derived SDEs are transformed into a set
of Ordinary Differential Equations (ODEs) which can be
easily solved numerically. AIMD algorithm. The formu-
lation presented in this work is quite general purpose and
helpful in formulating the model for other TCP variants
and also to analyze the other AQM mechanisms. Further
extension of this work is presented in [14]. In their paper,
the solution techniques have been presented to reduce the
simulation time by simulating and solving only the queu-
ing equations for potential congested links. This way the
computation time has greatly reduced. Although the solu-
tion methodology scales well to a large number of flows
with low bandwidth but no attempt has been made for re-
ducing the computation time for the high speed network
case.

In [15], Baccelli proposed a simplified representation
of interacting the TCP flows via coupled evolution equa-
tions for simulating large IP networks at flow level. The
basis of this approach is the joint evolution of the conges-
tion window size of long lived (FTP type) flows controlled
by TCP and sharing a single drop-tail router, in the net-
work. The modeling is done in terms of sending rate of the
source, giving the instantaneous throughput fluctuations at
any point of time. The important aspect of synchroniza-
tion rate has been explored effectively giving more realis-
tic simulation results as compared to previous packet level
simulator. The results obtained by this flow level simu-
lator take into account key packet level phenomena such
as the reaction delay, the scheduling and the buffer over-
flows, via the estimate used for the synchronization rate.
In the paper they did not suggest any algorithm for fur-
ther reduction of simulation with the use of system/model
properties.

In [18], time-driven fluid simulation is proposed to
simulate high speed networks. Here, the network ele-
ments are modeled as fluid servers where as the traffic
source can be of arbitrary type, including a discrete-event
and fluid source. Furthermore, usefulness of the fluid sim-
ulation with packet simulator has been explored in [18]
where a hybrid method is used. Fluid models are used to
represent aggregations of flows for which less detail are
required and packet-level models are used to represent the
individual flows for which more details are needed.



IV. MAIN IDEAS

A. Fluid Model

In this section we are introducing the system model2

where we summarize the fluid model equations used and
the basic idea of the algorithm used to solve that fluid
model for high speed network with lesser number of
flows. The network is modeled as a directed graph G =
(V,E) where V denotes the set of routers and E is a set
of links connecting those routers. Each link in E is served
at a rate of Cl bps. Each link is associated with an AQM
policy which is characterized by a packet drop probability
pl(t), and which depends on the state of the queue asso-
ciated with that link. Each link is also associated with a
propagation delay for which the traffic departing from the
queue associated with l arrives at the next queue after the
propagation delay characterized by that link. Modeling
of Advance Queue Management policy is done in such a
way that any packet is discarded whenever the queue size
exceeds the limit set by maximum queue limit value with
probability 1, giving the drop-tail behavior in our case. It
is evident that in this case, we are not distinguishing be-
tween the two identical flows which have the same path
from the source to the destination. All the flows experi-
ence the same delay which can be given by the summation
of the propagation and the link delay from the source to
the destination associated with their path.

Without loss of generality, some of the frequently used
notations in their generic form are listed here for easy ref-
erences:

• Fi = A set of ordered queues traversed by the ith flow
in forward manner

• Ri = A set of ordered queues traversed by the ith flow
in backward manner (for the acknowledgment from
destination)

• Wi(t) = Congestion Window for ith flow at time t

• Ri(t) = Round Trip Time for ith flow at time t

• Mi = Maximum Congestion Window limit for ith

flow
• λi(t) = Loss Indication Rate for ith flow at time t

• ql(t) = Queue Size associated with lth link at time t

• Cl = Service Capacity/Bandwidth for lth link
• pl(t) = Packet Drop Probability at lth queue at time t

• Cl = Service Capacity/Bandwidth for lth link
• al = Propagation Delay associated with lth link
• qmax

l
= Maximum queue size associated with lth link

• nl = Denotes number of flows traversing lth link
• Ai

l
(t)=Arrival Rate of ith flow at lth link at time t

2The basis of current work is the fluid Simulation framework given
in [14], which accounts for shaping of the flow and delaying as they
traverse through different links in the network

Basic equations in the form of linear and ordinary differ-
ential equations governing the flow level behavior of the
network are summarized as below:
Window Size:

dWi(t)

dt
=

1(Wi(t) < Mi)

Ri(t)
−

Wi(t)

2
λi(t) (4)

Here, 1(Wi(t) < Mi) is indicator function, which has
binary output. If the argument is True its value is ’1’
and 0 otherwise. Its associated with the window func-
tion to limit the window from going beyond the max-
imum allowed value, hence when congestion window
value reaches maximum there is no further increment in
it.
Queue Size:

ql(t)

dt
= −1(ql(t) > 0)Cl +

nl
∑

i=1

Ai

l(t) (5)

Similarly queue size is restricted by the indicator function
(ql(t) > 0 and can have only positive value.

Round Trip Time:

Ri(t) =
∑

l∈FiURi

al +
ql(t)

Cl

(6)

Loss Indication Rate:

λi(t) =
∑

l∈Fi

Ai

l(t)pl(t) (7)

Packet Drop Probability( For Drop-tail queue):

pl(t) =

{

0, ql(t) < qmax
l

1, ql(t) > qmax
l

(8)

The above equations can be used to represent the entire
system as a feedback system, where the loss event is used
as a feedback mechanism and consecutively the AIMD
adapts the congestion window to avoid the loss event by
decreasing its size.

B. Main Idea

The model introduced in the last subsection is used
to give network statistics for the network equipped with
drop-tail queue and TCP AIMD congestion window algo-
rithm at the transport layer.

In Figure 2 and Figure 3, shown the behavior of con-
gestion window behavior and loss indication rate, λi(t)
as a function of time. Our algorithm is based on the fact
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Fig. 2. Congestion window Behavior at High Speed Optical Network
and 70ms Delay
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Fig. 3. Loss Indication Rate at High Speed Optical Network, 10Gbps
and 70ms Delay

that the congestion window value changes with loss indi-
cation rate. As we observe from the Figure 2, the additive
increment continues till we have a loss event due to the
queue overflow as indicated by loss indicator function λ

as shown in Figure 3. The queue overflow causes packet
loss at that queue which causes multiplicative decrease in
terms of λ as the packet arrival rate is quite high during
that time. This can be easily understood by observing
Equation 7 and Equation 4. An interesting thing to ob-
serve that before the loss event at the drop-tail queue (the
packet drop probability at this queue is given by Equa-
tion 8), the window increases linearly and hence a linear
solution is preferred, whenever the loss event occurs the
congestion window gives a non-linear behavior and the
decrease part of the AIMD comes into play.

For the case of high speed network, the loss event lasts
for a very small time as compared to linear increase time,
which is evident by the fact that we are working in a
high bandwidth and large delay case, and so the RTT is

large(Equation 6). Hence it takes a longer time (the incre-
ment part of the Equation 4) to reach to the peak value
where it overshoots causing a loss event on the queue.
At this point, the window value decreases by a factor of
W

2
λ( multiplicative decrease part in Equation 4). After the

loss event, when the congestion window value is low, the
queue is cleared immediately with the service rate Cl as in
Equation 5 and remains empty until the window reaches
its peak again. In order to record this fast decrease and
recovery of congestion window from the loss event, we
must have microscopic behavior of the network and to
observe this behavior, we have to rely on a smaller time
step as compared to the time where there is no loss event.
Since the usual method is employed with constant time
step value and as discussed in the section II, this constant
value should be low enough to observe the network statis-
tics for the high speed scenario. Prior to the loss event, we
don’t need to simulate the network with a smaller value of
time step to solve the differential equation governing the
network statistics as introduced earlier in this section. We
can still do better with some reasonable value of time-step
for no loss case as the only equation we deal with is linear,
whereas, in the case of loss event we must decrease this
value to observe minute details.

Our algorithm is based on this fact that we can use
different values for no-loss and loss case. We suggest that
whenever the congestion loss occurs, we should decrease
the value of time step and must continue with some larger
value of time step for the no-loss case.

V. FRAMEWORK
In this section, the pseudo code of the algorithm is ex-

plained in Figure 5 and the corresponding flow chart of
the algorithm has been introduced in Figure 4.

In the above figure 5 we have described the algorithm.
first the values of dtmin and dtmax have been set as an
input parameters. Further the decision as to which one
out of two values should be used is made based on loss
information. Since, we are dealing with the feedback sys-
tem, the source window gets the loss signal after some
time which is determined by the queuing and propagation
delay in its path. In our algorithm this is determined be-
forehand from the signal received directly from the queue
in the form of loss rate indicator variable λ. Whenever the
value of λ any queue associated to any flow is nonzero, the
algorithm switches the time step to minimum and records
the window behavior for that short duration of time in
which the loss event occurs. Also, before reaching to the
source of that flow, the use of congestion signal for adjust-
ing the time step is justified to minimize the possible error
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Fig. 4. Flow Chart Showing Loss Signal Flow and Decision Making
for Step Length Adjustment

as much as possible. The idea is to adapt the time step to a
suitable value as soon as possible, so that, we can track the
network behavior accurately. We find that the congestion
signal for each flow is the best method to judge the same.
We will justify this argument in our next section with the
support of various results which we have derived using our
method and also compared with the regular fluid model
solver simulation(FS) method without adapting time step
length. Furthermore, the data flow from various level in
the network and decision making for the step length ad-
justment is shown in the figure 4.

VI. PERFORMANCE EVALUATION
All simulations were carried out on a workstation which

has dual Xeon-3GHz processors, 2GB RAM on PC 2700
board. To present our result, we are using a dumb-bell
topology as shown in figure 6 to simulate an ideal sce-
nario for a bottleneck link shared by two flows. Every
link in this topology is equipped with a drop-tail queue
with a maximum queue size of 500. Drop-tail queue man-
agement policy is used with a maximum queue size of 500

Define:
1 dt=Time Step Length for Simulation
2 λ=Loss Indication Rate
3 RunT ime=Current network time in Simulator
4 SimTime=Time for which simulation to be run

Start:
//to start with maximum Time Step Length

5 dt = dtmax ;//to start with maximum Time Step Length
6 Repeat step 7 to step 10 for every dt interval

while(RunTime≤ Semitone)
7 If ( for any λ! = 0)

//Set Time Step Length to minimum for any loss event
8 set dt = dtmin

9 else
//Set Time Step Length to maximum for no loss case

10 dt = dtmax

End:

Fig. 5. Adaptive Timestep Fluid Simulation Algorithm
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Fig. 6. Topology Used for the Simulation Showing Bottleneck Link
and Two Flows

packets. The packet size is kept fixed at 1000B. The de-
lay, as shown in the figure, is 50ms for bottleneck link and
10ms for the edge links.

A. Accuracy Validation

Since our method is based on the existing fluid
model solver (FS), we compare our time-adaptive fluid
solver(AFS) with the normal fluid solver(FS) which does
not have a time adaptation mechanism. While solving us-
ing AFS, we start with the maximum value of time-step
which we set as 0.001 and we suitably vary the minimum
value keeping the minimum value for normal fluid sim-
ulation as we increase the bottleneck link bandwidth. In
the figure 7, the comparison of congestion window behav-
ior between AFS and FS has been shown for 5Gbps case,
and it gives a good match. Between FS and AFS, the cor-
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responding queue size behavior is presented in Figure 8
which in spite of a very little mismatch shows a good ac-
curacy. As we know smaller the stepsize the more ac-
curate it is the solution. Here we are showing how our
accuracy depends on the change of step size. In the figure
9 it is clear that smaller the step length smaller the error.
For the case of 10−3 we have larger error as compared to
smaller step length.

B. Comparison

The Figure 10 shows the execution time comparison be-
tween the three simulation methods: NS2, FS and AFS.
The NS2 simulation was not able to complete for the en-
tire 20,000 sec due to a limitation in the number of pack-
ets sent and hence we had to scale it. For these simula-
tors to reach a congestion window limit, the simulations
should be carried out for a long time in the high speed
case. Since we ran the simulation for the bandwidth rang-
ing from 100Mbps to 10Gbps, with the network param-
eters that we have used, the 10Gbps case shows its first
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Fig. 9. Comparison of Errors for Different Step-length with respect
to Step Length 10

−6

loss event at around 17,000 second. Hence to have a fair
comparison between these methods for direct bandwidth,
the simulation should be carried out for 20,000 seconds.
To accommodate all the values in the graph, a log scale
has been used. As we can see in the figure, the variation
shows that FS achieves quite a good improvement over the
packet simulator NS2. The execution time in the case of
NS2 increases exponentially as the bandwidth increases
and overshoots in the case of 10Gbps case. We observe
that tradition fluid simulator(FS) method, although it is us-
ing a differential equation solver in its core, its execution
time increases because of lower step length for the higher
bandwidth case. As compared to the NS2 and FS method,
our method achieves good improvements because it uses
two different step lengths for the simulation. Further, as
we can see our simplified method uses fixed minimum
and maximum step length, which accounts for a slight de-
crease in the execution time, as there are lesser number of
loss events in the case of higher bandwidth. We can also
see in Figure 10 that the improvement through our method
varies from 5 to 80 times as the bandwidth increases from
500Mbps to 10Gbps leaving NS2 far behind.

In the figure 11, we have shown the memory utilization
for different methods. As we can see, the memory uti-
lization is larger in the case of NS2 and still increases for
FS too. The increment in non-swapped memory used by
NS2 should be accounted for its inherent working mech-
anism. Since our system works on the delayed feedback
mechanism, we have to store some variables to use it in
later stage, as in the case of TCP source uses congestion
information which reaches to it after one RTT, hence we
have a increase in memory increase in the case of FS as
the step size is decreased, which forces more number of
data to be stored. Whereas, in the case of AFS method,
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Fig. 10. Comparison of Execution Time for NS2, FS and AFS Meth-
ods with the Variation of Bandwidth
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Fig. 11. Comparison of Non-Swap Memory Utilization for NS2, FS
and AFS with the Variation of Bandwidth

most of the time simulation is carried out with maximum
step length, hence there is no significant increase in the
utilization of non-swapped memory, hence results in bet-
ter performance.

VII. CONCLUSIONS

As the bandwidth of high speed networks is getting
larger, fluid-based simulation method gains attention from
researchers in the area of networks due to its scalability
on bandwidth compared to the packet-based simulation
methods. Although the fluid-based simulation method has
a significant reduction in terms of computational time, it
still suffers a scalability problem for the networks with
bandwidth greater than 10 Gbps. Since the fluid-based
simulation method uses a constant time step to numeri-
cally solve the system of differential equations, it needs
to decrease the size of time step in case of a larger band-
width. The decrease of time step produces more number

of time steps, which induces more amount of computa-
tional cost.

In this paper, we have developed the time-adaptive
method for the numerical solver for a system of differ-
ential equations to reduce the computational cost. The
proposed method adjusts the time step-size for the nu-
merical solver in order to reduce the computational cost
while maintaining the accuracy of simulation results. The
time-adaptive method uses a larger time step for the part
of linear increase and a smaller time step for the part of
multiplicative decrease in the event of packet loss. Since
the event of packet loss is synchronized with the event of
multiplicative decrease, we can adjust the time step based
on the event of packet loss.

Comparisons between the time-adaptive method and
the constant time step method show that the proposed
method significantly reduces the computational cost while
maintaining the level of accuracy compared to the con-
stant time step method.
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