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ABSTRACT

In this paper, we introduce a new model for glah&gration of
disparate data about thematic events into an irdtiom context.
Such a model has a context that controls the psowgsand
derivation of knowledge from a context. The conteft the

information also can control the dissemination thisrmation

and the knowledge derived from it. A semantic bgsextessing
grammar is then developed that defines how proogssif

contextual may be contextually derived. This aettiires
processing model is generalized such that the fap@cbcessing
actions for a given system can be mapped ontortimargar by an
entity using this model as its core processing ¢igm. Finally,

because contextual driven processing is meant tratg at a
global information sharing level, we examine andpase a novel
method for determination of the level of securitgatext may
require as is disseminated across the internetinAg&s model is
open architected such that the level of securitguiggested but
the specifics of application are tailored to thedsof an entitiy.

Keywords
global contextual processing, contextual processaagurity,
security brane.

1. INTRODUCTION

As the second millennium has been dawning therehbeas a
remarkable shift in the computing paradigm awaynfrehe
concepts of hardware processing data in a struttomenotonic
fashion. This evolution has become increasinglyrsgdi on by
some of the most spectacular natural and manmadetdis our
civilization has ever seen. Among such disasteeseths 911,
tsunamis in Asia, volcanic eruptions and catastptuclear
accidents. In all of the these events there has hestructure of
information distribution, usage and processing ket not kept up
with the needs for information content and a contexdetermine
how it will be processed. Some instances of thésiaformation
not being shared among countries and entities, roglated
inferences of meaning and criticalities of inforioat processing
in a fashion that truly serves various perspectivesds. Context
driven processing is driven by the environment aechantics of

S.S lyengar
Center for Secure Cyberspace
Computer Science
Louisiana State University
(225) 578-1252

iyengar@csc.Isu.edu

Vir Phoha
Center for Secure Cyberspace
Computer Science
Louisiana Tech. University
(318) 257-2298

phoha@coes.latech.edu

meaning describing an event. Often this type ofcessing
requires a context which may contain meta data tath@ievents
data. Such meta data usually has a spatial and otainp
component to it but is actually much more compédatThe key
is that contextual meta data describes the envieotrthat the
event occurred in and thus can drive how infornmai® stored,
processed and disseminated.

The concept of context has existed in computemseidor many
years especially in the area of artificial intefligce. The goal of
research in this area has been to link the enviemira machine
exists in to how the machine may process informatién
example typically given is that a cell phone widinse that its
owner is in a meeting and send incoming calls tcemail as a
result. Application of this idea has been appt@dobotics and to
business process management [1].

Some preliminary work has been done in the mid.9Bhilit was
one of the first researchers to coin the term cdrdeareness
[2,3]. Dey extended the notion of a context withttof the idea
that information could be used to characterizéwatbn and thus
could be responded to [4]. In the recent past moweerful
models of contextual processing have been developetich
users are more involved [5]. Most current and presiresearch
has still largely been focused on development adetsfor
sensing devices [6] and not contexts for infornmapoocessing.

Little work has been done on the application ofteats to that of
how information is processed. The model that weehdeveloped
is that of creating a model for describing inforioat events,
storage of meta data and processing rules, thuaggthem a
context. This context then can be used to contrelgrocessing
and dissemination of such information in a hypestributed

global fashion. The next section will provide a geth overview
of the newly developed model and how contexts afneld.

Section three will present a semantic grammardhatbe utilized
to process contexts. Section four will presenbpen architected
model for semantic processing and section five pithpose a
novel method for determination of the level of ségua context

needs as it is disseminated.



2. CONTEXTUAL PROCESSING

2.1 Overview

To understand the issues connected with contexténtkeduce
some details about the newly developing model fontextual
processing.

The initial development of a context was to exantime natural
disasters of the Indian Ocean tsunami, three ralEnd nuclear
plant and 9/11 to determine what elements couldubed to
categorize these events. After analysis it wadzedlthat all of
them had the following categories, which refer te the
dimensions of a context. They are:

time — the span of time and characterization oétfior an event
space — the spatial dimension

impact — the relative degree of the effect of thvene on
surrounding events

similarity — the amount by which events could bessified as
being related or not related.

Each one of the dimensions can be attributed wtachbe used to
derive the semantic processing rules presented. |dtkese
dimensions were discovered to be critical in theivddon of
knowledge about an event because they affectegreess of
reasoning about an event. For instance, the tirmeesgimensions
can be utilized to reason that a tsunami in thedhaiaf a large
ocean may not have tlmpactor similarity to that of one just off
the coast of Thailand and therefore the processamgl
dissemination of that information will be differefithe reasoning
is based in this case on the context defined bylitmensions.

The time and space dimension context driven praugséll have
the factors of geospatial and temporal elementshémn. The
geospatial domain can mean that information isectdd and
stored at a distance from where it may be proceasddused in
decision support as well as a description of thgiore that a
context may pertain to. This means that contexédhasformation
processing (CBIP) processing must have a comprelensodel
to route information based on semantic contenhéoappropriate
processing location and dissemination channelsPGBbcessing
can and often does have a temporal componentn Ibeaollected
over periods at regular or irregular intervals (#teibution of the
dimension) and the time that the information ideszibd also may
determine where the information is sent and thaecdrof how
the information is processed. For instance infoiomatthat is
collected as simply monitoring information may retcase of the
Tsunami flow to research institutions around thelavéor storage
and analysis at some point in the future. Whereagicing
earthquakes on the ocean floor may route colleictiedmation to
countries surrounding an ocean for immediate higleed
analysis, critical real time decision making andpida
dissemination. Some factors that should be corsider CBIP
processing are referred to as information critigafactors (ICF).
These factors are further developed in ongoingaresebut are
primarily used to drive processing decision makifigey may
include such attribution among other

attributes  as:

e time period of information collection

e criticality of importance,

* impact e.g. financial data and cost to humans
« ancillary damage

e spatial extent

e spatial proximity to population centers

These factors and many others in the model couldidesl to
evaluate threat, damage, and criticality of opersti analysis.
Other factors affecting CBI processing might beedasn the
quality of the datasuch as:

. currency, how recently was the data collectedhes t
data stale and smells bad

e ambiguity, when things are not clear cut — e.gsdoe
degree rise in water temperature really mean global
warming

e contradiction, what does it really mean when catifig
information comes in different sources

e truth, how do we know this is really the truth arat an
aberration

* confidence that we have the truth

In order to analyze the above factor and theirceféen CBIP, it
was useful to examine three different natural ananmmade
disasters most people are familiar with in whiatpacept shift on
how information is processed could have remeditiiecsituation
if not all together avoided it. We initially consiced the 9/11
incident where information about the attackers atheir
operations and activities were stored everywhesm fGermany,
to Afghanistan to Florida. If the information coulthve been
orchestrated into a contextual collection of déte, context and
relationships of the data would have given a veiffernt
interpretation or knowledge about what was reathing on. Of
course the goal of our model does not examine hbat t
information would be located and integrated, thah de the
subject of future work. The model only proposesaeagdigm for
data organization, processing semantics and secukir the
initial analysis of 9/11 we came up with the feliog descriptive
factors which eventually lead to the derivationttod context of
contextual dimension presented earlier. These were:

temporality — defined to be the time period that ¢ivent unfolded
over from initiation to conclusion

damage — the relative damage of the event botheimg of
casualties, and monetary loss

spatial impact — defined to be the spatial exteagionally that
the event occurs over.

policy impact — directly driving the developmentlAf(security)
policy both within a country and among countriesisTdirectly
led to the evolution of security policy driving i@mentation
because of the event.



2.2 Defining a Context

Contextual processg is based on the idea that information ca
collected about natural or abstract events and meta
information about the evertan then be used to control how
information is processed and disseminated. Inintplest form, ¢
context is composed of a feature vector

Fl’l<a11 "a'1>

where the attributeof the vector can be of any data t
describing the event. This means that the vezdorbe composed
of images, audio, alphaumeric etc. Feature vectors can
aggregated via similarity analysis methods intoesugpntexts .
The methods that might be applied for similaritgsening can b
statistical, probabilistic (e.g. Baysian), pislistic (e.g fuzzy
sets) or machine learning and data mining basef ¢ecisior
trees). Aggregation into super sets is dmmitigate collection o
missing or imperfect information and to minimizengautationa
overhead when processing contexts.

definition: A context is a collection of attributes aggregaitem a
feature vector describing a natural or abstract i

A super context can liescribed as a triple denoted

S =GRy S

where C is the context datd multiple feature vecto, R is the
meta-data processing rules derived frtme event and contex
data and S is controls security processids defined to be
feature vector in this model that holdormation about securi
levels elements or includirayerall security levi requirements.

definition: A super context is a collection of conual data with
a feature vector describing the processing of thpes contex
and a security vector that contains security leaedl other type
of security information.

The cardinality of F with C is:
m:1
which when substituted into S creates a (C, Ra8}inality of
m:1:1
for the proposed model. However, we have not exethithe
impact, constraints of implications of having an
m:n:o
type of cardinality.
All of the above are #pe of feature vectors where the eleme
of the vectorcan contain any type of information includithe

derived contextual processing rules and securitthats for the
given super context.

3. SUPER CONTEXTSAND TIME

3.1 Overview

A super context is composed adntext data from many sensi
event objects, Epas shown in figure 1. As such context
information collection works in a similar fashiom tsenso
networks and can borrow from theory in the fieldyufe 1 show:
the nature of collection of event okt data over time. One can
visualize a region of interest, e.g. the IndOcean tsunami for
which event object data is collected which is cedeover ¢
thematic event object, e.g. the origin of the tsnin

definition: A thematic event objeeo is the topic of interest for
which event objects are collecting data. An exangflex Tec
would be the center of a tsunami.

As time passes (moving to the right)figure 1, event object da
collection can be visualized as extruding the negbinterest tc
the right and that event objeciperate sporadically in collectic
of context information. This is the coidea for construction of
super contexts.
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Figure 1. Visualization of thesporadic nature oistreaming
collection of context datdrom event objectas a function of time
(moving to the rightfor a region of intere.

Figure 1 visualizes several important concepts rzbltiontexts
First, event objest may collect and send data at sporadir
regular intervals Secondly objects may have relationships 1
other objects e.g. falling under a mathematicafasey; that ma
be used to determine security levels for informatibeing
collected. Infigure 1, the security level axis is shown start
introducingthe concept of security by use of branes discuss
section 5. The raised pyramid feature in the figsra type o
brane that can be useful in secufiyscussedater and shown in
figure 2).0Of note is that some event objects for res including
technical limitations may stream intermittently fail to stream
This is visualized by the event objects on the sémezontal
lines bursting data at various points in tirThis a core concept



that directly maps contexts onto the defining digien of time
and space. As such the contextual based modebhaddress in
its development the ideas visualized in figure e Becurity level
access is discussed in the final section of thempap

4. SEMANTIC AND SYNTACTICAL
MODELSFOR CONTEXTUAL
PROCESSING

4.1 General Operation and Concept

In addition to the complexities of data types tbah comprise a
context, the classifications and categorizatiorstadcan often
have a geospatial and temporal aspect to it. Bhiluée to the fact
that data often represents complex events. Eveats have
multiple meta-characterizationthat can drive the derivations of a
semantic model that can be utilized for contextmacessing.
some of the these so far defined are:

¢ Singular — an event that happens a point in tima, a
singular location

¢ Regional

¢ Multipoint Regional

*  Multipoint Singular — events that occur at a singbént
in time but with multiple geographic locations

«  Episodic — events the occurs in bursts for giveadior
unfixed lengths of time

¢ Regular — as suggested these events occur atregula
intervals

« lrregular — the time period on these type of events
never the same as previous t

e Slow Duration - a series of event(s) that occupng
duration, for example the eruption of a volcanoes

e Short Duration — example an earthquake

e Undetermined

¢ Fixed Length

¢ Unfixed Length

« Bounded

¢ Unbounded

¢ Repetitive - these types time events generaterstred
data — graph of attributes change in value ovee tim

These meta-characterization can be applied to datathe
previously discussed original 9/11 analysis (terafityy damage,
spatial impact, policy impact) and thus to the ffireet of
dimension that were derived for characterizationcohtextual
processing.

4.1.1 Semantic Processing Syntax

The above meta-characterization of context datauirmodel was
developed into a semantic syntax that determinew Hioe
processing rules associated with a super contextapplied to
determine processing and security. These can dhigecontext
processing engine during the process of the tramsfiion of

thematic data to dissemination and knowledge. Témmasitic

model contains the following operational elements:

Event Class < abstract, natural>

Event Type < spatial, temporal>

Periodicity < regular, irregular>

Period < slow, short, medium, long, undeterminable,
infinite, zero >

Affection<regional, point, global, poly nucleated,
point>

Activity < irregular, repetitive, episodic, contious,
cyclic, acyclic>
Immediacy <
undetermined >

catastrophic, minimal,  urgent,

Spatiality < point, bounded, unbounded >
Dimensionality <1, 2, 3, n>

Bounding < Fixed Interval, Bounded, Unbounded,
Backward Limited, Forward Limited, continuous>

Directionality < linear, point, polygonal >

Figure 2: Modeling the semantic categories of canteased
meta-characterizations of data in a context

The semantic categories were then developed insgngax of
production rules that can populate the R vecta super context
and thus be used to control the contextual procgssi a super
context. The syntax takes the form of the following

R1: <event class>, <event type>, <R2>
R2: (<periodicity> <period>) <R3>

R3:(<affection><activity>) <spatiality> <directioliig>
<bounding> <R4>

R4: <dimensionality> <immediacy>

Figure 3: Syntax for application data meta-chara@éons to
derive super context processing rules R in S(G)R,

The above semantic grammar and syntax can be gectlmto
sentences that affect the processing of contektif@mimation. For
instance, a tsunami in the Indian ocean might g#eem
processing context sentence such as:

“R1 = natural, spatial-temporal, irregular-slowgienal episodic
catastrophic unbounded 3D linear”

The application of this model and its productiofesucan then be
mapped to resource actions with such things asife® on use,
computation, notification, etc. It is envisionedaththe entities
using such a model (e.g. government) would detexnhiow to

map sentence to actions specific to their misskam.instance the
above production R1 may produce the following majp@sponse



rules affecting the processing and collection ofntegtual
information:

natural spatial temporal => {notify and activatessociatec
computational resources}

irregular-slow — tsunami => {notify btels, activate alert syste
sensors, satellite tracking data computers actigdatégh priority
collection mode}

catastrophic => {context processing elevated tonemode

unbounded => {distributed notification and transfef contex
processing to surrounding countries }

There can be are many other of melt@racterizatiorclassifiers
of eventthat could be developed for the contextual prooes
model that could control mapping of contextual datao
knowledge and actions.. The goal of this initiark is to provide
a model that is open architected enough to accorataddrthel
growth and refinement. New classifiers shooéddeveloped tfit
in a member of the semantic model proposed aboven Eore
importantly the selection of the transformaticmethod to
knowledge will be predicated on the characteristitthe event:
context..

5. SECURITY ON CONTEXTS

5.1 Overview

The final component of the context model is thas@durity. This
is the S in the (C,R,S) that defines a super cad! It was realized
early that definition of security fanformation flowing globally
around the planet on the internet would be a toclullenge. I
was also realized that a lof good security techniques alrec
existed that could be applied to contextual daga encyption.
However, because contextual information is streg as shown
in Figure 1,encryption can be computationally intractable. W
was needed was a method to determine that seauefsure:
were good enough, which we caltetty good securi. This
method had to be architected so thauiggested to users the le
of security required and allowed the users to defiow they
accomplished that level e.g. what secunitgthods thy wanted to
apply. The concept of using a mathematically definedaser, a
brane was developed for the model.

A brane is a term borrowed from Cosmology. It can hauéiple
mathematical dimensions (1,2,3, ...n) and can begdtbof a
mathematically described boundary between n nuwbspaces

definition: A brane can be is a three dimensional surface ih
overlid above a two dimensional object. Finding theiiséctior
of the projection of event objects on the 2D sw@faith the bran
can provide a value that can be utilized to caltellsecurity leve
for the context of a given event object.

Branes have been applied to modeling universesofsidering
the application of branes to contexts it was redlithat a brane «
order three (three dimensional) could be utilizedi¢termine th
levels of security required for a giveontexs data. This could be
done by superimposing a brane over a thematic megfionteres
and then projecting event objects onto its surf@aculation of
the intersection point then becomes a securityl ltha reflects
the geospatial relationship of any given ent object to the
thematic object over which the brane is -referenced.

For instance, in figure 2, the event objec; inside the brane (on
the x axis) projects onto the brane producing aursgclevel of
about .5. The thematic objecte,Tprojects oto the brane with
security level 1.

security
level

Eo T.. Eo

distance

Figure 2. Projection of event objects onto a brasssace tc
calculate its security level.

Objects outside of the brane receive a securitglle’0 becaus
the project of the object does not intersect thanés surface
Swch an object in this simple model might be of afedént
thematic type or too far away from the, to be of interest thus
not requiring a security level. A security levellosuggests to the
consumer of a super context that it will need maximsecurit
methods applied as defined by the consumor instance the gf
need full security e.g. full encryption or otherasares, wheret
event objects with security level O can be ighavedent in clea
text.

6. CONCLUSIONS

6.1 FutureWork

The modeling bcontextual processing aiis a broad new area of
computer science arghn be the beginning of many new rese:
threads.This paper provides a simple introduction to subject
and an overview of architecturally how the model dontextua



processing is thought to operate. Any particulangonent of the
model presented in this paper can lead to many solved
research questions that need further definition anupirical
validation. As an example, research could be daumei) how
security levels from branes correlate with appiaatof the R
processing rules in,S= (G, R, S), ii) development of “spot
security” based on security level to limit compidgaal overhead
and iii) the integration of contextual similarityto the brane
models, what the semantics might mean and how daey be
related to streaming contexts with high computatiooverhead
for security processing. Because the concept oftextumal
processing is so broad it offers the possibilityd@aw many
disciplines of computer science more tightly togeth
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