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Abstract

We consider a distributed detection system consisting of a set of sensors \(S = \{S_1, S_2, \ldots, S_m\}\) and a set of objects \(O = \{O_1, O_2, \ldots, O_n\}\). There are information constraints on the system given by a relation \(R \subseteq S \times O\) such that \((S_i, O_j) \in R\) if and only if \(S_i\) is capable of detecting \(O_j\). Each \((S_i, O_j) \in R\) is assigned a confidence factor (a positive real number) which is either explicitly given or can be efficiently computed. Given that a subset of sensors have detected obstacles, the detection problem is to identify a subset \(H \subseteq O\) that has the maximum confidence value. We consider the computational complexity of the detection problem, which depends on the nature of the confidence factor and the information constraints. Consequently, this problem exhibits a myriad of complexity levels: ranging from a worst-case exponential (in \(n\)) lower bound in a general case to an \(O(m+n)\) time solvability. We show that the following simple versions of detection problem are computationally intractable: (a) deterministic formulation, where confidence factors are either 0 or 1; (b) uniform formulation where \((S_i, O_j) \in R\), for all \(S_i \in S, O_j \in O\); (c) decomposable systems under multiplication operation. We then show that the following versions are solvable in polynomial (in \(n\)) time: (a) single object detection; (b) probabilistically independent detection; (c) decomposable systems under additive and non-fractional multiplicative measures; (d) matroid systems.
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I. Introduction

Distributed sensor systems consist of a number of sensors that cooperate, in a distributed manner, to achieve an objective based on the outputs of all sensors [21,22]. It has been realized by many researchers that there are limitations on the capabilities of a single sensor systems in a number of application-areas. Also, in several real-life systems, multiple sensors are a part of the design requirement. Often, the sensors are distributed, either geographically or functionally; thus the information obtained by the sensors has to be suitably coordinated, and a consolidated conclusion has to be distilled from the sensor data. The design, implementation and computational issues in multiple sensor systems are considerably more challenging than their counterparts in single sensor systems, for the issues due to the distributed information processing are seemingly absent in the latter. The literature on distributed sensor systems is extensive [2,9,10,20]; see [7] and references therein for some recent works. Comprehensive treatments on specialized topics such as spatial reasoning [8], sensor fusion in intelligent systems [11] also exist.

We consider a distributed detection system consisting of a set of sensors \(S = \{S_1, S_2, \ldots, S_m\}\) and a set of objects \(O = \{O_1, O_2, \ldots, O_n\}\). The information constraints of the system are given by a relation \(R \subseteq S \times O\) such that \((S_i, O_j) \in R\) if and only if \(S_i\) is capable of detecting \(O_j\). The sensor \(S_i\) produces an output of 1 when any object \(O_j\), such that \((S_i, O_j) \in R\), has been sensed by \(S_i\). Each \((S_i, O_j) \in R\) is assigned a confidence factor which could be a numerical value, or a value that can be computed. In general, the confidence factor is expressed as a function \(f: 2^O \times 2^S \rightarrow R^+\), where \(R^+\) is the set of non-negative real numbers. Here \(f(A, B)\), for \(A \subseteq O, B \subseteq S\), denotes the confidence that \(A\) is the set of objects in the work space when the sensors \(B\) produce outputs of 1. I.e.
Given that a subset of sensors $D \subseteq S$ have detected obstacles (i.e., produced an output of 1), the detection problem is to identify the subset of objects $H \subseteq O$ such that $f(I,D) = \max_{A \in 2^O} f(A,D)$. Under the assumption that $f(A,D)$ can be computed in $O(|A| + |D|)$ time, we are interested in the complexity of computing $H$.

The simple detection systems of Rao [14] where the detection is deterministic, are special cases of the present formulation. On the other hand, the probabilistic formulation of Demirbas [5] is a special case when $\text{Sen}(O_i) = S_i$, and the confidence factor is the probability measure and the events (appearances of objects in the workspace) are probabilistically independent. In terms of computational complexity, we show that this is a particularly easy case in that the detection can be carried out in $O(mn)$ time. Distributed detection problems based on probabilistic formulations have been extensively studied [3,5,17-19]. Note that in our formulation $f(.)$ has lesser structure than a probability measure, and as a special case can correspond to a probability measure.

We consider the computational complexity of the detection problem; the most deciding factors are the type of information constraints and the nature of confidence factor. The detection problem exhibits a myriad of complexity levels: ranging from a worst-case exponential (in $n$) to an $O(mn)$ time solvability. At one extreme, this problem has an exponential (in $n$) lower bound for the computational complexity; it is particularly interesting to note that it seems to be computationally harder than NP-complete problems. At the other extreme, it becomes solvable in $O(mn)$ time under additive measure. Some interesting subclasses, based on Bayesian type (more specifically based on computing a posteriori probabilities) methods, fall out as part of our analysis. We are unaware of systematic complexity studies of these classes of problems; we show that these problems are polynomial time solvable under probabilistically independent events, but, become NP-hard in a general case. We also introduce the notion of $f$-decomposable systems, where $f(A,B)$ can be computed using divide-and-conquer algorithms. These systems contain some interesting subclasses; in particular, the matroid systems support greedy algorithms.

We show that the following simple versions of detection problem are computationally intractable (i.e., the optimization problems are NP-hard and the decision versions are NP-complete):

(a) deterministic formulation, where the $f(.)$ is interpreted as a probability measure on $2^O$, and all detection probabilities are either 0 or 1;

(b) completely constrained system, where $\text{Sen}(O_i) = S_i$ for all $O_i \in O$.

(c) $f$-decomposable systems under a product operation (details are given in Section 2.2).

Note that for practical purposes, the NP-Complete problems are too time-consuming to be useful for large inputs [6] (at the present time, it is not known whether these problems are solvable in polynomial time or not). The case (b) also corresponds to the case of Bayesian detection when the events are not guaranteed to be independent. We then show that the following versions are solvable in polynomial (in $n$) time:

(a) single object detection;

(b) probabilistically independent detection;

(c) decomposable systems under additive measures and multiplicative measures where $f(A) \geq 1$ for all $A \in 2^O$;

(d) systems where the family of unions of $\text{Sen}(O_i)$ forms a matroid.

Note that (b) corresponds to the Bayesian detection where the events are considered independent.

The organization of this paper is as follows: In Section 2.1, we consider the subclasses of the detection problem which are NP-complete. The $f$-decomposable systems that enable efficient computation of confidence factors using divide-and-conquer algorithms, are discussed in Section 2.2. In Section 2.3, we consider the case where the detection problem is solvable in polynomial time.

2. Complexity of Detection Problem

A straightforward solution to the detection problem can be obtained by explicitly computing $(f(A,D))_{A \subseteq 2^O}$. This results in a prohibitively large complexity of $O(2^n m^m)$. In its general formulation the detection problem is tantamount to that of picking the largest of $2^n$ real-numbers, and hence has a lower bound of complexity of $\Omega(2^n)$. However the properties of $f$ and $R$ can be utilized to expedite the computation.

Consider the set of all unions of $\text{Sen}(O_i)$'s given by

$$\xi = \{\text{Sen}(O_{i_1}) \cup \text{Sen}(O_{i_2}) \cup \cdots \cup \text{Sen}(O_{i_k})\}$$

$$i_1, i_2, \cdots, i_k \in \{1, n\}, k \in \{1, n\}$$

and note that $D \in \xi$. For $A \in \xi$, let $\Gamma(A)$ denote the family of subsets of $O$ such that each subset is related (under $R$) to the same subset $A$ of $S$ under the information constraints, i.e.,

$$\Gamma(A) = \{B : B \subseteq O, \cup \text{Sen}(a) = A\}. $$

Now constrain the system such that $f(B_1,A) = f(B_2,A)$ for $B_1, B_2 \in \Gamma(A)$, i.e. for each set of sensors with output 1, all the sets of potential objects will have the same confidence, and the choice of any such set of objects constitutes a solution to the detection problem. Consider the family
Thus, in this case we have \( \max_{A \in \Omega} f(A, D) \).

If \( |\Psi| \geq 2^n \) for some constant \( c > 0 \), the detection problem has a lower bound of \( \Omega(2^n) \). However, if \( |\Psi| \leq c \cdot p(n) \), for some constant \( c \cdot p \) and some polynomial \( p(n) \), the above argument cannot be applied to show an exponential lower bound. We show that this problem is NP-hard and contains several subproblems which are NP-complete. Thus, this problem is still computationally intractable.

2.1. Computationally Intractable Classes

We consider the class of NP-Complete problems that can be solved in polynomial time on a non-deterministic Turing machine [6]. Informally, in these problems it can be verified if \( A = H \) for any \( H \in O \) and for any \( A \in O \) in polynomial time, but there are exponential number of choices for \( A \). We now show that the nature of \( f \) and \( R \) are orthogonal in causing NP-Completeness in certain subclasses of the detection problem; in particular we show the nature of either \( f \) or \( R \) could be damaging enough to make this problem intractable.

Multiple Object Detection:

Consider the case where detection is deterministic in that confidence function \( f(A, D) = 1 \) if \( \bigcup_{a \in A} \text{Sen}(a) = D \) and \( f(A, D) = 0 \) otherwise. Thus \( \max_{A \in \Omega} f(A, D) \) corresponds to finding if there exists a subset \( A \in O \) that satisfies the information constraints imposed by \( R \). This problem is called the multiple object detection problem and is shown to be NP-Complete by Rao [14] by reducing the set cover problem to this problem. Thus the nature of information constraints, \( R \), alone is sufficient to make this problem NP-Complete.

Most Plausible Hypothesis:

At the other extreme, consider a fully constrained system such that \( \text{Sen}(O_1) = S \) for all \( O_i \in O \), and let \( f(.) \) correspond to probability measure on \( 2^O \). In this case computation of \( H \) corresponds to computing a most plausible explanation under the set cover model. This problem has been shown to be NP-hard by Reggia et al [15]. Thus trivializing the nature of the information constraints, \( R \), in the detection problem does not make it any easier computationally. Notice that in this case \(|\Psi| = 1 \), but the detection problem is computationally intractable; thus, a polynomial bound on \(|\Psi| \) does not make this problem solvable in polynomial time.

2.2. \( f \)-Decomposable Systems

We now introduce the notion of \( f \)-decomposable systems, where \( f(.) \) values can be computed using divide-and-conquer algorithms (see [1] for details on divide-and-conquer algorithms). We say that a multiple sensor system is \( f \)-decomposable if there exists an operator \( \Box \) such that for every \( A \neq O \), \( f(A \cup B, D) = \Box \{ f(A, D) \} f(B, D) \), and \( \Box \) is computable in \( O(|A| + |B| + |D|) \) time. Now notice that for any \( A \neq O \), \( f(A, D) \) can be computed in \( O(|A| \log(|A| + |D|) \log(|A|)) \) by using a straightforward divide-and-conquer algorithm:

(a) divide \( A \) into two sets \( A_1 \) and \( A_2 \);
(b) recursively compute \( f(A_1, D) \) and \( f(A_2, D) \);
(c) compute \( f(A_1, D) \cdot f(A_2, D) \).

The time complexity of this algorithm will be given by \( T(|A| + |D|) = 2T(|A| + |D|) + O(|A| + |D|) \), which yields the desired complexity of \( O(|A| \log(|A| + |D|) \log(|A|)) \). This problem will still have \( \Omega(2^n) \) lower bound if \( |\Psi| \leq 2^n \) for some \( c > 0 \). Now the question is the complexity of the detection problem for the case \(|\Psi| \) is polynomially bounded. Note that this problem subsumes the multiple object recognition if \( R \) is unconstrained.

Consider the special case of a fully constrained system where \( \Box \) corresponds to multiplication of integers and \( f(.) \) is integer valued. We pose a decision version of the detection problem as follows: Given \( R \) and a positive integer \( b \), is there \( H \neq O \) such that \( f(H, D) = b \)? This problem can be shown to be NP-complete by establishing a polynomial time reduction from a well-known problem called the subset product problem, which is stated as follows [6]. Given a finite set \( A \), size \( s(a) \in \mathbb{Z}^+ \) for each \( a \in A \), positive integer \( b \), is there a subset \( A' \neq O \) such that the product of the sizes of the elements in \( A' \) is exactly \( b \)? If direct is to see a reduction of this problem to the above version of the detection problem by identifying \( f(.) \) with the size function \( s(.) \).

2.3. Polynomial-Time Solvable Classes

Consider the single object case, where no more than one object is present in the region monitored by the sensors. In this case, we compute \( f(O_1, D) \) for each \( O_i \in O \), and pick the object with highest \( f(.) \) value. This method has been used by Demirbas [4] in the special case where \( f(.) \) corresponds to the a posteriori probability computed from known a priori probabilities. The time complexity of this method is \( O(nm) \), and the same algorithm can be employed when it is given that no more than a constant number of objects could be present in the workspace.

Now consider a completely constrained case where \( f(.) \) corresponds to the probability measures and the event of any obstacle being present in the workspace is independent of any other being present. Note that we allow multiple objects to be present in the workspace. Now we have \( f(A \cup B, D) = \min f(A, D) f(B, D) \), where \( A, B \in O \), where \( f(X, D) \) is the probability that the objects \( X \neq O \) are present in the workspace. In this case it is easy to see that \( f(A \cup B, D) = \min f(A, D) f(B, D) \), since each \( f(.) \) value is
fraction. Thus we have \( \max_{A \in 2^D} f(A, D) = \max_{O \in 0} f((O_j)_j, D) \).

The latter can be computed in a straightforward manner in \( O(nm) \) time. In other words, this problem reduces to that of single object detection.

Now consider \( f \)-decomposable systems where the operation \( \square \) corresponds to addition on real numbers. In this case it is easy to see \( \max_{A \in 2^D} f(A, D) = f(O, D) \), i.e. \( H = O \). Similar result applies when \( \square \) is multiplication and \( f(A) \geq 1 \) for every \( A \in 2^D \); but, the problem becomes computationally intractable if no constraints are placed on \( f(A) \)s. Also, the above discussion holds when \( \square \) could be dynamically switched between the addition and multiplication operations.

We now state a definition of a matroid [12]. A subset system \((E, A)\) is a finite set \( E \) together with a collection \( \Lambda \) of subsets of \( E \) closed under inclusion, i.e., if \( A \in a \) and \( A' \subseteq A \), then \( A' \in \Lambda \). The elements of \( \Lambda \) are called independent. The combinatorial optimization problem associated with \((E, A)\) is the following: Given \( w(e) \geq 0 \) for each \( e \in \Lambda \), find an independent subset that has the largest possible total weight. Matroids have special structure such that a greedy algorithm will yield a solution for the combinatorial optimization problem. See [12] for a detailed treatment on matroid based algorithms. Now consider a \( f \)-decomposable system such that the subset system \((S, \mathcal{E})\) is a matroid and the \( \square \) of the decomposable system is addition. The detection problem in this case can be solved as follows. We first compute \( f((O_j), Sen(O_j)) \) for each \( O_j \). Then we use the following greedy algorithm to compute \( H \):

\[
\begin{align*}
I &:= \emptyset; \quad H := \emptyset; \quad C := O; \\
\text{while } (I \neq D) &\text{ do} \\
&\text{begin} \\
&\quad \text{let } O_k \in C \text{ such that} \\
&\quad \quad f((O_k), Sen(O_k)) = \max_{O \in C} f((O_j), Sen(O_j)); \\
&\quad \quad \text{if } (I \cup Sen(O_k)) \subseteq D \text{ then} \\
&\quad \quad \quad \text{begin} \\
&\quad \quad \quad \quad I := I \cup Sen(O_k); \\
&\quad \quad \quad \quad H := H \cup \{O_k\}; \\
&\quad \quad \quad \text{end;} \\
&\quad \quad \quad \text{else} \\
&\quad \quad \quad \quad C := C \setminus \{O_k\}; \\
&\quad \quad \text{end;} \\
&\text{output } H; \\
&\text{end;}
\end{align*}
\]

The correctness of this method follows by straightforward methods [12]. The computation of \( f((O_j), Sen(O_j)) \) for each \( O_j \), has a time complexity of \( O(ns) \). The complexity of above procedure is \( O(ns) \) since there are \( n \) iterations and each iteration can be carried out in \( O(s) \) time.

3. Conclusions

We consider a distributed detection system consisting of a set of sensors \( S = \{S_1, S_2, \ldots, S_m\} \) and a set of objects \( O = \{O_1, O_2, \ldots, O_n\} \). There are information constraints on the system given by a relation \( R \subseteq S \times O \) such that \( (S_i, O_j) \in R \) if and only if \( S_i \) is capable of detecting \( O_j \). Each \( (S_i, O_j) \in R \) is assigned a confidence (a positive real number) which is either explicitly given or can be computed. Given that a subset of sensors have detected obstacles, the detection problem is to identify a subset \( H \subset O \) that has the maximum confidence value. We consider the computational complexity of the detection problem, which depends on the nature of the confidence and the information constraints. Consequently, this problem exhibits a myriad of complexity levels - from a worst-case exponential (in \( n \)) lower bound in a general case to an \( O(mn) \) time solvability. We show that the following simple versions of detection problem are computationally intractable:

(a) deterministic formulation, where confidence factors are either 0 or 1; (b) uniform formulation where \( (S_i, O_j) \in R \), for all \( S_i \in S \), \( O_j \in O \); (c) decomposable systems under multiplication operation. We then show that the following versions are solvable in polynomial (in \( n \)) time: (a) single object detection; (b) probabilistically independent detection; (c) decomposable systems under additive and non-fractional multiplicative measures; (d) matroid systems.

Our study is a preliminary effort to exhibit the richness of the computational complexities of various versions of the detection problem. We feel that we barely scratched the surface of this fascinating problem which seems to embody many challenges. Some of the future investigations can be focussed in identifying practical and easily solvable versions, designing approximation algorithms for the NP-hard versions, and considering the cases where computational complexity of \( f(A, D) \) is much higher than \( O(|A| + |D|) \).

References


