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#### Abstract

In this paper, we develop an algorithm for t-error correcting/d-error detecting and all unidirectional error detecting ( $t$-EC/d-ED/AUED) codes in the framework of neural work. As $t$-EC/d-ED/AUED codewords are formed by concatenation of information bits and one or more groups of check bits depending on how we want to construct code, we demonstrate neural network algorithms for constructing, detecting and correcting codes. As a continuation of the previous paper[25], we present an algorithm, code construction, detecting and correcting for 2EC/5ED/AUED code II. We also plan to present for other codes with more examples in near future as well.
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## 1. Introduction

In this paper, we will describe the construction of neural networks for t -Error Correcting ( t -EC)/d- Error Detecting (d-ED) ( $\mathrm{d}>\mathrm{t}$ ) and All Unidirectional Error Detecting Codes(AUED). This paper is organized as follows. In section 2, preliminary information of systematic t -EC/d-ED/AUED codes with $\mathrm{d}>\mathrm{t}$ are given. Then we also describe the necessary and sufficient conditions for a code to be $t-E C / d-E D / A U E D$ with $d>t$ and examples of code construction for code II. In section 3, we present our proposed networks for code construction and error detection/correction with the illustrative example.

## 2. Design of Systematic t-EC/d-ED/AUED Codes with d>t

In this section, we introduce the brief background information of theory and design of t-error correcting/d-error detecting ( $\mathrm{d}>\mathrm{t}$ ) and all unidirectional error detection codes. The design of various forms of $t$ EC/AUED codes appear in [1][3][4][5][6][9][11][15][16][17][18][19] [20][22]. "Recently, D.J. Lin and B. Bose[11] have designed t-EC/d-UED codes with $\mathrm{d}>\mathrm{t}$ for the case where the number of unidirectional effors, even though large, is
limited"[14]. Since t-EC/d-ED/AUED with d > t codes designed in [14] are much more reliable than other codes with respect to redundancy, speed of encoding and decoding, and cost of implementation, we construct neural networks for detecting/correcting those codes. In the following sections, we state the background information related to the design and theory of code construction of Dimitris Nikolos [14].

### 2.1 Necessary And Sufficient Conditions

We refer definitions and theorems from [2][5][6][7][8][[13][14][17] as background information concerning our proposed model for t-EC/d-ED/AUED codes within the framework of neural network. Some definitions and theorems have been mentioned in [23][24] and our previous paper [25].

Based on the theorems 1, 2 and 3 from [25], we can construct t -EC/d-ED/AUED codes with neural networks. Before constructing a network, a method for constructing systematic $t-E C / d-E D / A U E D$ codes with $d$ $>\mathrm{t}$ from [14] will be described in the next section.

### 2.2 Code Construction

Let F be a systematic t-error correcting and derror detecting parity check code with length $n^{\prime}$. Also, let $A_{1}, A_{2}, \ldots, A_{k}$ with $1 \leq k \leq t+1$ be codes with
lengths $r_{1}, r_{2}, \ldots, r_{k}$ and asymmetric distances
$\Delta_{1}, \Delta_{2}, \ldots, \Delta_{k}$ such that $\sum_{f=1}^{k} \Delta_{f}=t+1$.
There will be two possible cases at this point for a
$\operatorname{code}_{A_{j} ; \Delta_{j}=1}$ and $\Delta_{j}>1$.
Case I:
For any code $A_{j}$ with $\Delta_{\Delta_{j}}=1$, we will use the binary representation of the numbers $0,1,2, \ldots, 2^{\log \left(n^{\prime}+1\right) \mid-a_{j}}-1$;
where the value of $a_{j}$ is such that $2^{a_{j}} \leq d-t+1+2 . \sum_{j=1}^{i-1} \Delta_{f}<2^{a_{j}+1} ;$ as a row in the matrix $M_{j},\left|A_{j}\right| \mathrm{X}$ $r_{j}$. That is, row m is the binary representation of m in the matrix $M_{j}$.
Then the cardinality of the code will be $\left|A_{j}\right|=2^{\log \left(n^{\prime}+1\right) \vdash a_{j}}$ and its length $r_{j}=\left|\log \left(n^{\prime}+1\right)\right|-a_{j}$.
Case II:
For any code $A_{i}$ with $\Delta_{i}>1$, the rows of the matrix $M_{i},\left|A_{i}\right| \mathrm{x} r_{i}$ are the codewords in the order of nondescending weights $\mathrm{W}(\mathrm{X})$, where X is a row in the matrix $M_{i}$.
The cardinality of $A_{i},\left|A_{i}\right| \geqslant\left(n^{\prime}+1\right) /\left(d-t+1+2 . \sum_{f=1}^{j=1} \Delta f\right) \mid$.
The codewords will have the form $X R_{1, j_{1}} R_{2 i_{2}} \ldots R_{k, k_{k}}$
i.e., each codeword is the concatenation of $X, R_{1,}{ }_{i 1}, R_{2},{ }_{i 2}, \ldots R_{k, i k} . X$ represents the encoding of the given information bits.
For $\Delta_{j} \neq 1, R_{j, i_{j}}$ is the row $i_{j}$ of matrix $M_{j}$ with $i_{j}=\left\lfloor L(X) /\left(d-t+1+2 \cdot \sum_{f=1}^{j-1} \Delta_{f}\right)\right\rfloor \quad$ where $L(X)$ denotes the number of 0's in X.
For $\Delta_{j}=1, R_{j j_{j}}$ is the row $\mathrm{i}_{\mathrm{j}}$ of the matrix $M_{j}$ with $i_{j}=\left\lfloor L(X) / 2^{a_{j}}\right\rfloor$, where the value of $a_{j}$ satisfies the relation $2^{a_{j}} \leq d-t+1+2 \cdot \sum_{f=1}^{j-1} \Delta_{f}<2^{a_{j}+1}$.

For example, let us assume that $t=2$, and $d=8$. According to the technique described in the above section, there will be four different $2-\mathrm{EC} / 8-\mathrm{ED} / \mathrm{AUED}$ codes as shown below.
One code contains codewords of the form

$$
X R_{1 i_{1},} \text { where } R_{1, i_{1}} \in A_{1} \text { and } \Delta_{1}=3 .
$$

Two codes contain codewords of the form

$$
\begin{aligned}
& X R_{1, i_{1}} R_{2 j_{2}} \quad \text { where } \quad R_{1, i_{1}} \in A_{1}, R_{2, i_{2}} \in A_{2} \quad \text { and } \\
& \Delta_{1}=1, \Delta_{2}=2 \text { or } \Delta_{1}=2 \text { and } \Delta_{2}=1 .
\end{aligned}
$$

One code contains codewords of the form $X R_{1, i_{1}} R_{2, i_{2}} R_{3, i_{3}}$ where $R_{j j_{j}} \in A_{j}$ and $\Delta_{j}=1$ for $\mathrm{j}=1,2,3$.

Similarly, for $t=3$ and $d=8$, we will have eight different 3-EC/8-ED/AUED codes.
One code contains codewords of the form

$$
X R_{1, i_{1}} \text { where, and } R_{1, i_{i}} \in A_{1}, \Delta_{1}=4
$$

Three codes contain codewords of the form $X R_{1, i_{1}} R_{2, i_{2}}$ where $\quad R_{1, i_{1}} \in A_{1}, R_{2, i_{2}} \in A_{2}$ and $\quad \Delta_{1}=1$, $\Delta_{2}=3$ or $\Delta_{1}=3, \Delta_{2}=1$ or $\Delta_{1}=\Delta_{2}=2$.
Three codes contain codewords of the form
$X R_{1, i_{1}} R_{2, i_{2}} R_{3 j_{3}}$ where $R_{1 j_{1}} \in A_{1}, R_{2, i_{2}} \in A_{2}, \quad R_{3, i_{3}} \in A_{3}$,
and $\Delta_{1}=\Delta_{2}=1, \quad \Delta_{3}=2$ or $\Delta_{1}=1, \quad \Delta_{2}=2, \quad \Delta_{3}=1$ or $\Delta_{1}=2, \Delta_{2}=\Delta_{3}=1$.
One code contains codewords of the form
$X R_{1, i, i} R_{2, i, i} R_{3, j_{3}} R_{4,4}$ where, $R_{j, j_{j}} \in A_{j}$, and $\Delta_{j}=1$
for $\mathrm{j}=1,2,3,4$.
In the above forms of codewords, some are concatenation of information bits and one group of check bits and some are concatenation of information bits and more than one group of check bits. The main idea for all the codewords is that they are the forms of concatenation of information part and check symbol part.

### 2.3 Examples of Code

In this section, we will show examples of code construction of $\mathrm{t}-\mathrm{EC} / \mathrm{dED} / \mathrm{AUED}$, which are adopted from [14]. First of all, we must have a code $F$ to use as a systematic parity check code. At this point, we assume that $F$ has codewords of length 16 bits and for all distinct $X, Y \in F, D(X, Y) \geq 8$. According to the method shown above we can construct 2-EC/5ED/AUED codes. In the following example codes, we use Table 1 adopted from [14][21] for the purpose of determining the length of codes, $A_{j}$.

Table 1
Bounds Of the Cardinality of Asymmetric Error Correcting Codes

| - | $6=2$ | $4=1$ | i $=4$ | $4=5$ |
| :---: | :---: | :---: | :---: | :---: |
|  | 6 |  |  |  |
| 6 | 12 | 4 | 2 | 2 |
| T | 14 | 4 | 2 | 2 |
| $\stackrel{\square}{8}$ | 58 | $\tau$ | 4 | 1 |
| i | 613 | 13 | 4 | 2 |
| 10 | (10) | ${ }_{3012}^{12}$ | $\stackrel{1}{6}$ | 1 |
| 12 | 124.41 | 146 | 11 | 4 |
| 18 | $\cdots$ | m19 | 11 | 6 |
| 14 | 15cisa | 186.at | 2 mas |  |
| ti | 2umuat | 维311010 | 4150 | 32 |
| 10 | $3 \mathrm{mbs68}$ | 34718 | 500 | 38 |
| 17 | 720.11784 | 64.129 | 12818 | 26 |
| 18 |  | 1288981 | 747318 | $3 \times 4$ |
| 15 | उस्या5.309 |  | 400615 |  |
| 31 | amulath | 12nbivy | ${ }^{\text {saxins }}$ | 543 |
| 21 <br> 22 | (1036479\% | -651.1284 | ${ }_{\text {coser }}$ | -1.23 |
| 38 | 193123030 | cexs muse | cexzen | 10.42 |

### 2.3.1 Algorithm for Code II

Like we have seen an example for Code I in Section 2.3.1 of [25], we construct another 2-EC/5ED/AUED code with the codewords of the form $X R_{1, i_{1}} R_{2, i_{2}}$ where $R_{1, i_{1}} \in A_{1}$, and $R_{2, i_{2}} \in A_{2}$, with $\Delta_{1}=1$ and $\Delta_{2}=2$. Since $\Delta_{1}=1$, the cardinality of $A_{1},\left|A_{1}\right|=2^{\left|\log \left(n^{\prime}+1\right)\right|-a_{1}}$, where the value of $a_{1}$ is such that $2^{a_{1}} \leq d-t+1<2^{a_{1}+1}$. Thus, $a_{1}=2$ and $\left|A_{1}\right|=8$. According to the method described in Section 2.2, the matrix
$M_{1}$ will be


We still need to compute the cardinality of $A_{2}$. According to the method shown in Section 2.2, $\left|A_{2}\right| \geq\left|\left(n^{\prime}+1\right)(d-t+1+2)\right|=3$. So there will be three codewords and length of each codeword is equal to 4 . Then we will get the matrix $M_{2}$ as follows:

$$
M_{2}=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 \\
1 & 1 & 1 & 1
\end{array}\right]
$$

Now-we present all the codewords of a 2-EC/5-
ED/AUED code with the form $X R_{1, i_{1}} R_{2, i_{2}}$, where
$R_{1, i_{1}} \in A_{1}$ and $R_{2, i_{2}} \in A_{2}$, with $\Delta_{1}=1$ and $\Delta_{2}=2$ in
Table 2.

## Table 2 2-EC/5-ED/AUED Code II

|  | $x$ | $R_{I_{\lambda}}$ | $R_{2 \lambda}$ |
| :---: | :---: | :---: | :---: |
| 001 | 11111110000001 | 010 | 0011 |
| 010 | 0001111110001 | 010 | 0011 |
| 100 | 0000001111111 | 010 | 0011 |
| 000 | 0000000000000 | 100 | 1111 |
| 011 | 1110001110000 | 010 | 0011 |
| 101 | 1111111111110 | 000 | 0000 |
| 110 | 0001110001110 | 010 | 0011 |
| 111 | 1110000001111 | 001 | 0011 |

2.4 A Scheme for Error Detection/Correction

In this section, we will present an error detection/correction algorithm for the tEC/d-ED/AUED codes, which is given by Dimitris Nikolos[14]. We will describe the network construction of this algorithm in a later section.

Let $Q=X R_{1, i_{1}} R_{2, i_{2}} \cdots R_{k, i_{k}}$ be an error-free codeword of an t-EC/d-ED/AUED code and $Q^{\prime}=X^{\prime} R_{1, i_{1}}^{\prime} R_{2, i_{2}}^{\prime} \cdots R_{k, i_{k}}^{\prime}$ be the received codeword which has some errors.

The formal algorithm [14] for error detecting and correcting t-EC/d-ED/AUED codes is as follows:

```
begin
    Let H be the parity check matrix corresponding to the
    systematic parity check code F, where F has been defined in
    Section 2.
    Compute syndrome S of X', that is,}S=H.\mp@subsup{X}{}{T}\mathrm{ .
        Let S}\mathrm{ correspond to g multiplicity error.
        if g>t then the error is only detectable and stop
            else correct }\mp@subsup{X}{}{\prime}\mathrm{ using the correcting procedure in the
        parity check code obtaining, }\mp@subsup{X}{}{\prime\prime}\mathrm{ as the resulting, word.
        Compute }\mp@subsup{R}{}{\prime\prime}\mp@subsup{}{j,\mp@subsup{i}{j}{}}{}\mathrm{ , for j = 1,2 _.. k corresponding to
        X"
        Let }\mp@subsup{Q}{}{\prime}=\mp@subsup{X}{}{\prime\prime}\mp@subsup{|}{}{\prime\prime}\mp@subsup{}{1\mp@subsup{i}{1}{}}{}\mp@subsup{R}{}{\prime\prime}\mp@subsup{}{2\mp@subsup{i}{i}{}}{}\ldots..\mp@subsup{R}{}{\prime\prime}\mp@subsup{}{k\mp@subsup{k}{k}{}}{
        if }d(\mp@subsup{Q}{}{\prime},\mp@subsup{Q}{}{\prime\prime})\leqt\mathrm{ then }\mp@subsup{Q}{}{\prime\prime}\mathrm{ is a correct codeword
            else errors are only detectable i.e. errors > t occurred.
End
```

Figure 1 Formal Algorithm of Error Detection/Correction

### 2.4.1 Example

In this section, we will show how error detection/correction works according to the above algorithm. In this example [14], 2-EC/5-ED/AUED Code II shown in Section 2.3.1 is assumed to be the given code. Let the parity check matrix H be

|  | [151515100006000 |
| :---: | :---: |
|  |  |
|  | 1100011001515100 |
|  | 1110001001112100 |
|  | 1510000100000000 |
|  |  |
| H= | 1110000001000000 |
|  | 1110000001100000 |
|  | 113000000 110000 |
|  | 1100000011101601 |
|  | 1100000011500t01 |
|  | 1100000011100041 |
|  | [110000000t00001] |

## Suppose a correct codeword

$\mathrm{Q}=10000000011111110100011$

$$
\begin{array}{lll}
X & R_{1, i_{1}} & R_{2, i_{2}}
\end{array}
$$

Then we assume that the receive word would be $\mathrm{Q}^{\prime}=10100000011111111011011$
which can be checked using Table 2-EC/5-ED/AUED Code II.
According to the algorithm, the syndrome
$S=H \cdot X^{T}=[0001000100111111]^{T}$. Since the value of syndrome $S$ is equal to the first column of the parity check matrix H , a single error has occurred in the third position of $X^{\prime}$ in the received word $Q^{\prime}$. Then after correcting the error, the resulting word
$X^{\prime \prime}=(1000000001111111)$.
Then we will have the new check bits $R^{\prime \prime}{ }_{1, j_{1}}$ and $R^{\prime \prime}{ }_{2, j_{2}}$ corresponding to $\mathrm{X} "$ using the formula
$i_{1}=\left\lfloor L(X) /\left(d-t+1+2 \sum_{f=1}^{j-1} \Delta_{f}\right)\right\rfloor=2$. Thus $R^{\prime \prime}{ }_{1, i_{1}}=(010)$ and $i_{2}=\left\lfloor L(X) /\left(d-t+1+2 \sum_{f=1}^{j-1} \Delta_{f}\right)\right]$. Thus $R^{\prime \prime}{ }_{2, i_{2}}=(0011)$.
So, Q" = 10000000011111110100011

In order to check whether the resulting word is the correct word or not, we need to compute the Hamming distance between Q' and Q".

$$
d\left(Q^{\prime}, Q^{\prime \prime}\right)=2 \leq t=2 .
$$

So we can say that $\mathrm{Q}^{\prime \prime}$ is the correct word.

## 3. The Neural Network

In this section, we present neural networks for code construction and error detection/correction. Having described code construction and error detection/correction in the above section, we will proceed to construct networks according to the described methods. Though the code constructing method in Section 2 is complicated, our proposed network construction is simple and easy to understand. Mostly the network constructions in our error correction
paradigm are similar to each other.

### 3.1 Code Construction and Compilation

As we have seen the method of the $t-E C / d-$ ED/AUED code construction in Section 2.2, codewords are formed by concatenation of information bits and one or more groups of check bits depending on how we want to construct code. For example, we need to decide what the length of a codeword should be. From our point of view of network construction, every code is treated in the same way except the number of networks and its applications. So we will discuss a general algorithm for network construction and demonstrate some particular cases.

### 3.1.1 A New Algorithm

According to the method shown in Section 2.2, we know that the codeword is the form of $X R_{1, i_{1}} R_{2, i_{2}} \ldots R_{k, i_{k}}$ where X represents the information bits and $R_{j, i_{j}}, 1 \leq j \leq k$, is the check bits. As we presented the method of $\mathrm{t}-\mathrm{EC} / \mathrm{d}-\mathrm{Ed} / \mathrm{AUED}$ code construction in Section 2, we need to find $R_{j, i, j}$, which is the row $i_{j}$ of the matrix $M_{j}$. We assume that matrix $M_{j}$ has been already known after computing the cardinality of $A_{j}$ and $\Delta$ values. $R_{j, i, j}$, can be calculated in two different ways depending on asymmetric distance $A$ value which may be 1 or greater than 1. In each case, the row
$i_{j}$ has to be computed by using either the formula

$$
i_{j}=\left\lfloor L(X) /\left(d-t+1+2 \cdot \sum_{f=1}^{j-1} \Delta f\right)\right\rfloor
$$

or $i_{j}=\left\lfloor L(X) / 2^{a_{j}}\right\rfloor$, where the value of $a_{j}$ satisfies the relation $2^{a_{j}} \leq d-t+2 \cdot \sum_{f=1}^{i-1} \Delta f<2^{a_{j}+1}$ with respect to the value of $\Delta$.

Here we will present a general algorithm of code construction in the framework of neural computing. Before we describe the algorithm, the following notations will be used in the following algorithm.
$k=$ length of the information bits $X$
$n=$ number of columns in the matrix $M_{j}$
$m=$ number of rows in the matrix $M_{j}$
$Z=d-t+1+2 . \sum_{f=1}^{j-1} \Delta f$ for $\Delta>1$ and $=2^{a_{j}}$ for $\Delta=1$.
The network is shown in Figure 2. There are $k$ inputs to the network, which consists of associative memories comprising of two layers of neurons. In the hidden layer (also referred to as layer 1 ), there are $m$ neurons which represent the number of rows in the matrix $M_{j}$ which is assumed to be given. In layer 1, neurons are named
$\eta_{1}, \eta_{2}, \ldots, \eta_{m}$, going from left to right. Every input is connected with each neuron of layer 1 . Layer 2 has $n$ neurons which will produce the value of $R_{j, i_{j}}$. Similarly, neurons at layer 2 have names $\zeta_{1}, \zeta_{2}, \ldots, \zeta_{n}$, going from left to right. Every neuron of layer I is connected to every neuron of layer 2 .


Figure 2 Network for Code Construction

We denote the weight $w_{i j}^{01}$ of the connection of the $i$ th neuron of the input I with the $j$ th neuron of layer $1 . w_{i j}^{01}=1,1 \leq i \leq m$ and $1 \leq j \leq n$.
We use $w_{i j}^{01}$ to denote the weight of the connection of the $i t h$ neuron of layer I with the $j t h$ neuron of layer 2. The values of $w_{i j}^{12}$ are assigned by the elements of the matrix $M_{j}$ in the following way. In this case, we denote that $a_{i j}$ is the element at the $i t h$ row and the $j t h$ column of the matrix $M_{j}$.
i.e. For $1 \leq i \leq m, 1 \leq j \leq n . \quad w_{i j}^{12}=\alpha_{m-i+1, j}$

For each neuron of layer 1, the hard limiter activation function [Figure 3a] is used as the activation function, while the threshold logic function[10] [Figure $3 b]$ is used for the neurons of layer 2 [10][12].


Figure 3 Activation functions used in the network
In the network, the information part of the received word is passed through the first layer and we allow the network to progress until it falls into a stable situation. In this case, the output of layer 1 determines the row number of the matrix $M_{j}$ and layer 2 produces the appropriate check bits for the given information part $X$.

We introduce the following variables and activation functions to show how our network performs.
(1) The initial input $v_{j}^{0}, 1 \leq j \leq N$
(2) The output of neuron $t$ in the layer $1 v_{t}^{1}, 1 \leq t \leq M$
(3) The output of neuron $i$ in the layer $2 v_{i}^{2}, 1 \leq i \leq N$

Let $\mathrm{g}_{t}^{1}$ and $\mathrm{g}_{j}^{2}$ be the activation functions for neurons of layer 1 and layer 2 respectively, where $1 \leq t \leq m$ and $1 \leq j \leq n$. In other words, $\mathrm{g}_{t}^{1}$ is the activation function for neuron $\eta_{t}$, of layer 1 while $\mathrm{g}_{j}^{2}$ is for neuron $\zeta_{j}$ of layer $2 . \mathrm{g}_{t}{ }^{1}$ is a hard limiter activation function on the weighted sum of given inputs $v_{j}^{0}$, where $1 \leq j \leq n$.

$$
\begin{align*}
& \text { Let } \begin{aligned}
u_{t}^{1} & =\sum_{j}^{k} w_{\mu}^{0,1} v_{j}^{0}, 1 \leq t \leq m \text { and } v_{t}^{1}
\end{aligned}=g_{t}^{1}\left(u_{)}^{1}\right), \\
&  \tag{1}\\
& \\
& \text { i.e. } \quad v_{t}^{1}=g_{t}^{1}\left(u_{t}^{1}\right)=\left\{\begin{array}{l}
1, \text { if } S=m-t+1 \\
0, \text { otherwise }
\end{array}\right.
\end{align*}
$$

where $S=\left\lfloor\left(k-u_{t}^{1}\right) / Z\right\rfloor$.
The output values of the neurons of layer 2 are determined by the threshold logic function $\mathrm{g}_{i}{ }^{2}$ [10][12].
Let $u_{i}^{2}=\sum_{j}^{m} w_{j i}^{12} v_{j}^{1}, 1 \leq i \leq n$ then we have,

$$
\text { i.e. } \quad v_{i}^{2}=g_{i}^{2}\left(u_{i}^{2}\right)= \begin{cases}u_{i}^{2} & \text { if } u^{2} \geq 0  \tag{2}\\ 0, & \text { otherwise }\end{cases}
$$

In this function, the output of $\mathrm{g}_{i}^{2}$ will be either 0 or I since the value of $\mathrm{u}_{i}{ }^{2}$ is 0 or 1 .

### 3.2 Illustrative Example

Here we will demonstrate our network with an illustrative example. We will use an example of Code II shown in Section 2.3.1.

### 3.2.1 Example

In this example, we present the demonstration of construction of 2-EC/5-ED/AUED code which contains codewords of the form $X R_{1, i, h} R_{2, i_{2}}$ where $R_{1, i_{i}} \in A_{1}, R_{2, i_{2}} \in A_{2}$ and with $\Delta_{\Delta_{1}=1}$ and $\Delta_{\Delta_{2}}=2$. A formal way for constructing this code has been illustrated in Section 2.3.2 and named as Code II. According to Section 2.3.2, we know that the length of the information bits $X, \mathrm{n}^{\prime}=16$, and $d=5, t=2$. Since $\Delta_{1}=1$, we compute the cardinality of $A_{1},\left|A_{1}\right|=8$ by using the formula $|A|=2^{\left[\log \left(n^{\prime}+1\right)\right]-a_{1}}$, where $a_{1}$ is such that $2^{a_{1}} \leq d-t+1<2^{a_{1}+1}$, i.e , $a_{1}=2$.

$$
M_{1}=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0 \\
0 & 1 & 0 \\
0 & 1 & 1 \\
1 & 0 & 0 \\
1 & 0 & 1 \\
1 & 1 & 0 \\
1 & 1 & 1
\end{array}\right]
$$

So the binary representation of the numbers
$0,1,2, \ldots, 2^{\left[\log \left(n^{\prime}+1\right)\right\rceil a_{1}}-1$ are the rows in the $\left|A_{1}\right| \times r_{1}$, matrix $M_{1}$. In this case, $r_{1}=3$ which is computed according to Section 2.2. Thus the matrix $M_{1}$, will be

Similarly, according to Section 2.2 and Section 2.3.2, we have $\left|A_{2}\right|=3$ by the formula $|A| \geq\left\lceil\left(n^{\prime}+1\right) /\left(d-t+1+2 \cdot \sum_{f=1}^{j-1} \Delta f\right)\right\rceil$. So the $\left|A_{2}\right| \times r_{2}$ matrix $M_{2}$ will be

$$
M_{2}=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 11 \\
1 & 1 & 1
\end{array}\right]
$$

From the above facts, we will construct a network for finding two groups of check bits $R_{1, j_{1}}$ and $R_{R_{2,2}}$. Let the information bits $x$ of the received word be 100 0000001111111 . We initially find the appropriate check bits, $R_{1,4,1}$ for $X$. In this case, since the number of rows in the matrix $M_{1}$ is 8 and the number of columns is 3 , we have $m=8$ and $n=3$. Also the length of the information bits, k is 16 . Since $\Delta_{1}=1$, then $Z=2^{a}=2^{2}=4$.
The weights of the connection between input layer 0 and layer 1 are given by
$w_{i j}^{01}=1$, where $i=1,2, \ldots, 16$ and $j=1,2, \ldots, 8$.
Inputs for the layer 0 , i.e. bits of the word received, are
$v_{1}^{0}=1, v_{2}^{0}=0, v_{3}^{0}=0, v_{4}^{0}=0, v_{5}^{0}=0, v_{6}^{0}=0, v_{7}^{0}=0, v_{8}^{0}=0$,
$v_{9}^{0}=0, v_{10}^{0}=1, v_{11}^{0}=1, v_{12}^{0}=1, v_{13}^{0}=1, v_{14}^{0}=1, v_{15}^{0}=1, v_{16}^{0}=1$
According to the proposed network, we need to find the weighted sum of these inputs. Since the weight of the each connection between layer 0 and layer 1 is 1 , the weighted sum of these inputs will be the same.
Thus
$u_{t}^{1}=\sum_{j}^{n} w_{j t}^{01} v_{j}^{0}=1.1+1.0+1.0+1.0+1.0+1.0+1.0+1.0+1.0+$
$1.1+1.1+1.1+1.1+1.1+1.1+1.1=8$
We get $Z=4$ and $S=\left\lfloor\left(k-u_{t}^{1}\right) / Z\right\rfloor, S=\lfloor(16-8) / 4\rfloor=2$.
We will compute the outputs
of neurons in the layer 1 using the equation (1) as follows:
$v_{1}^{1}=g_{1}^{1}\left(u_{1}^{1}\right)=0, v_{2}^{1}=g_{2}^{1}\left(u_{2}^{1}\right)=0, v_{3}^{1}=g_{3}^{1}\left(u_{3}^{1}\right)=0, v_{4}^{1}=g_{4}^{1}\left(u_{4}^{1}\right)=0$
$v_{5}^{1}=g_{5}^{1}\left(u_{5}^{1}\right)=0, v_{6}^{1}=g_{6}^{1}\left(u_{6}^{1}\right)=1, v_{7}^{1}=g_{7}^{1}\left(u_{7}^{1}\right)=0, v_{8}^{1}=g_{8}^{1}\left(u_{8}^{1}\right)=0$,
The weights of synapse connecting layer 1 and layer 2 are :
$w_{11}^{\prime 2}=1, w_{21}^{\prime 2}=1, w_{31}^{\prime 2}=1, w_{41}^{12}=1, w_{51}^{12}=0, w_{61}^{12}=0, w_{71}^{12}=0, w_{81}^{12}=0$
$w_{12}^{12}=1, w_{22}^{12}=1, w_{32}^{12}=0, w_{42}^{12}=0, w_{52}^{12}=1, w_{82}^{12}=1, w_{72}^{12}=0, w_{82}^{12}=0$
$w_{13}^{12}=1, w_{23}^{12}=0, w_{33}^{12}=1, w_{43}^{12}=0, w_{53}^{12}=1, w_{63}^{12}=0, w_{13}^{12}=1, w_{83}^{12}=0$
Inputs for neurons at layer 2 are :

$$
v_{1}^{1}=0, v_{2}^{1}=0, v_{3}^{1}=0, v_{4}^{1}=0, v_{5}^{1}=0, v_{6}^{1}=1, v_{7}^{1}=0, v_{8}^{1}=0,
$$

The weighted sum of these inputs are:
$u_{1}^{2}=\sum_{j}^{m} w_{j i}^{\prime 2} v_{j}^{1}=1.0+1.0+1.0+1.0+0.0+0.1+0.0+0.0=0$
$u_{2}^{2}=\sum_{j}^{m} w_{j 2}^{\prime 2} v_{j}^{1}=1.0+1.0+0.0+0.0+1.0+1.1+0.0+0.0=1$
$u_{s}^{2}=\sum_{j}^{m} w_{j 3}^{12} v_{j}^{1}=1.0+0.0+1.0+0.0+1.0+0.1+1.0+0.0=0$
Since we have defined the threshold logic function as
an activation function for each neuron, the outputs of neurons in the layer 2 are :

$$
\begin{aligned}
& v_{1}^{2}=g_{2}^{2}\left(u_{1}^{2}\right)=0 \\
& v_{2}^{2}=g_{2}^{2}\left(u_{2}^{2}\right)=1 \\
& v_{3}^{2}=g_{3}^{2}\left(u_{3}^{2}\right)=0
\end{aligned}
$$

Thus for the given information bits
$X ; 1000000001111111$ the check bits ${ }_{R_{1, i}}$, are 010 .
We can also find the check bits $R_{2 i_{2}}$ by using matrix $M_{2}$. In this case, since the number of rows in the matrix $M_{2}$ is 3 and the number of columns is 4 , we have $m=3$ and $n=4$. Also the length of the information bits, $k$ is 16. Since $\Delta_{1}=2>1$, then $Z=d-t+1+2 . \Delta_{1}=5-2+1+2=6$.

The weights of the connections between input layer 0 and layer 1 are given by

$$
w_{i j}^{01}=1, \text { where } i=1,2, \ldots, 16 \text { and } j=1,2, \ldots, 3 .
$$

Inputs for the layer 0, i.e. bits of the word received, are
$v_{1}^{0}=1, v_{2}^{0}=0, v_{3}^{0}=0, v_{4}^{0}=0, v_{5}^{0}=0, v_{6}^{0}=0, v_{7}^{0}=0, v_{8}^{0}=0$,
$v_{9}^{0}=0, v_{10}^{0}=1, v_{11}^{0}=1, v_{12}^{0}=1, v_{13}^{0}=1, v_{14}^{0}=1, v_{15}^{0}=1, v_{16}^{0}=1$
According to the network, we need to find the weighted sum of these inputs. Since the weight of the each connection between layer 0 and layer 1 is 1 , the weighted sum of these inputs will be the same.
Thus
$u_{t}^{1}=\sum_{i}^{m} w_{j t}^{01} v_{j}^{0}=1.1+1.0+1.0+1.0+1.0+1.0+1.0+1.0+1.0+$
$1.1+1.1+1.1+1.1+1.1+1.1+1.1=8$
We get $\mathrm{Z}=4$ and $S=\left\lfloor\left(k-u_{t}^{1}\right) / Z\right\rfloor S\lfloor(16-8) / 6\rfloor=1$, then we will compute the outputs of neurons in the layer 1 using the equation (1) as follows: follow:

$$
\begin{aligned}
& v_{1}^{1}=g_{1}^{1}\left(u_{1}^{1}\right)=0 \\
& v_{2}^{1}=g_{2}^{1}\left(u_{2}^{1}\right)=1 \\
& v_{3}^{1}=g_{3}^{1}\left(u_{3}^{1}\right)=0
\end{aligned}
$$

The weights of synapse connecting layer 1 and layer 2 are

$$
\begin{aligned}
& w_{11}^{12}=1, w_{21}^{21}=0, w_{31}^{12}=0 \\
& w_{12}^{12}=1, w_{22}^{21}=0, w_{32}^{12}=0 \\
& w_{13}^{12}=1, w_{23}^{21}=1, w_{33}^{12}=0 \\
& w_{14}^{12}=1, w_{24}^{21}=1, w_{34}^{12}=0
\end{aligned}
$$

Inputs for neurons at layer 2 are:

$$
v_{1}^{1}=0, v_{2}^{1}=1, v_{3}^{1}=0
$$

The weighted sum of these inputs are:

$$
\begin{aligned}
& u_{1}^{2}=\sum_{j}^{m} w_{j 1}^{12} v_{j}^{1}=1.0+0.1+0.0=0 \\
& u_{2}^{2}=\sum_{j}^{m} w_{j 2}^{12} v_{j}^{1}=1.0+0.1+0.0=0 \\
& u_{3}^{2}=\sum_{j}^{m} w_{j 3}^{12} v_{j}^{1}=1.0+1.1+0.0=1 \\
& u_{4}^{2}=\sum_{j}^{m} w_{j 4}^{12} v_{j}^{1}=1.0+1.1+0.0=1
\end{aligned}
$$

Since we have defined the threshold logic function (2) as an activation function for each neuron, the outputs of neurons in the layer 2 are
:

$$
\begin{aligned}
& v_{1}^{2}=g_{2}^{2}\left(u_{1}^{2}\right)=0 \\
& v_{2}^{2}=g_{2}^{2}\left(u_{2}^{2}\right)=0 \\
& v_{3}^{2}=g_{2}^{2}\left(u_{3}^{2}\right)=1 \\
& v_{4}^{2}=g_{2}^{2}\left(u_{4}^{2}\right)=1
\end{aligned}
$$

Thus for the given information bits
X : 10000000011111111, we get the check bits
$R_{2, i,}, 0011$. Thus the required codeword is
10000000011111110100011

$$
X \quad R_{1, i_{1}} R_{2, i_{2}}
$$

which can be checked using Table 3. 2-EC/5-ED/AUED Code II.

In this way, we can construct the required $\mathrm{t}-\mathrm{EC} / \mathrm{d}-$ ED/AUED code which contains codewords of the form $X R_{1, i_{1}} R_{2 j_{2}}$.

### 3.3 A Scheme for Error Detection/Correction

We have described error correcting network for linear codes in [1]. According to the Section 2.4 and Section 2.4.1, detecting and correcting algorithm is almost the same as the algorithm in Section 3.3. So we will use the same network structure of Section 3.3. In this case we will show detecting and correcting a single error. The remaining part will be left for future research. We will demonstrate the network using the $t-E C / d-E d / A U E D$ codes in the next section.

### 3.3.1 Example

In this section, we will demonstrate the neural network approach error detecting and correction. As we mentioned in Section 2.2, we must have a systematic t-EC/d-ED parity check code F which has a parity check matrix H shown in 2.4.1.
Let the word 110000000111111100011000 be the information bits of the received word. We assume that these received words contains some error. In this problem, since the number of row in the check matrix is 13 and the length of the codeword is 16 , we have $\mathrm{M}=13$ and $N=16$. According to Section 3.3, the weights of the synapse connecting between input layer 0 and layer 1 are defined as
$w_{i j}^{01}=h_{j i}, 1 \leq i \leq N$ and $1 \leq j \leq M$, where $w_{i j}^{01}$ is the weight of the $i t h$ neuron of the input layer with the $j t h$ neuron of layer 1 , and $h_{i j}$ is an element of row $i t h$ and column $j t h$ of matrix $H$.
Inputs for the layer 1, i.e. bits of the word received, are
$v_{1}^{0}=1, v_{2}^{0}=1, v_{3}^{0}=0, v_{4}^{0}=0, v_{5}^{0}=0, v_{6}^{0}=0, v_{7}^{0}=0, v_{8}^{0}=0$,
$v_{9}^{0}=0, v_{10}^{0}=1, v_{11}^{0}=1, v_{12}^{0}=1, v_{13}^{0}=1, v_{14}^{0}=1, v_{15}^{0}=1, v_{16}^{0}=1$
According to the proposed network, we need to find the weighted sum of these inputs as follows:
$u_{1}^{1}=\sum_{j}^{N} w_{j 1}^{01} v_{j}^{0}=0, u_{2}^{1}=\sum_{j}^{N} w_{j 2}^{01} v_{j}^{0}=0, u_{3}^{1}=\sum_{j}^{N} w_{j 3}^{01} v_{j}^{0}=0, u_{4}^{1}=\sum_{j}^{N} w_{j}^{01} \nu_{j}^{0}=1$
$u_{5}^{1}=\sum_{i}^{N} w_{j}^{01} v_{j}^{0}=1, u_{6}^{1}=\sum_{i}^{N} w_{j 6}^{01} v_{j}^{0}=1, u_{7}^{1}=\sum_{i}^{N} w_{j}^{01} v_{j}^{0}=3, u_{8}^{1}=\sum_{i}^{N} w_{j 8}^{0} v_{j}^{0}=3$
$u_{9}^{1}=\sum_{i}^{N} w_{\rho}^{01} v_{j}^{0}=3, u_{10}^{1}=\sum_{i}^{N} w_{j 10}^{01} v_{j}^{0}=2, u_{11}^{1}=\sum_{i}^{N} w_{j 1}^{01} v_{j}^{0}=2, u_{12}^{1}=\sum_{i}^{N} w_{j 12}^{01} v_{j}^{0}=2$
$u_{13}^{1}=\sum_{j}^{N} w_{j 13}^{01} v_{j}^{0}=3$
After applying the activation function (1) as shown

$$
\text { i.e. } v_{t}^{1}=g^{1}\left(u_{t}^{1}\right)= \begin{cases}1 & \text { if } u_{t}^{1} \bmod 2=1 \\ -1 & \text { otherwise }\end{cases}
$$

the outputs of neurons in the layer 1 are:
$v_{1}^{1}=g^{1}\left(u_{1}^{1}\right)=-1, v_{2}^{1}=g^{1}\left(u_{2}^{1}\right)=-1, v_{3}^{1}=g^{1}\left(u_{3}^{1}\right)=-1, v_{4}^{1}=g^{1}\left(u_{4}^{1}\right)=1$
$v_{5}^{1}=g^{1}\left(u_{5}^{1}\right)=1, v_{6}^{1}=g^{1}\left(u_{6}^{1}\right)=1, v_{7}^{1}=g^{1}\left(u_{7}^{1}\right)=1, v_{8}^{1}=g^{1}\left(u_{8}^{1}\right)=1$
$v_{9}^{1}=g^{1}\left(u_{9}^{1}\right)=1, v_{10}^{1}=g^{1}\left(u_{10}^{1}\right)=-1, v_{11}^{1}=g^{1}\left(u_{11}^{1}\right)=-1, v_{12}^{1}=g^{1}\left(u_{12}^{1}\right)=-1$
$v_{13}^{1}=g^{1}\left(u_{13}^{1}\right)=-1$
According to Section 3.3, the weights of synapse connecting layer 1 and layer 2 are defined as follow:
For $1 \leq i \leq M, 1 \leq j \leq N$
$w_{i j}^{12}= \begin{cases}1 & \text { if } h_{i j}=1 \\ -1 & \text { otherwise }\end{cases}$
Inputs for neurons at layer 2 are :

$$
\begin{aligned}
& v_{1}^{1}=-1, v_{2}^{1}=-1, v_{3}^{1}=-1, v_{4}^{1}=1 \\
& v_{5}^{1}=1, v_{6}^{1}=1, v_{7}^{1}=1, v_{8}^{1}=1 \\
& v_{9}^{1}=1, v_{10}^{1}=-1, v_{11}^{1}=-1, v_{12}^{1}=-1 \\
& v_{13}^{1}=1
\end{aligned}
$$

The weighted sum of these inputs are:
$u_{1}^{2}=\sum_{i}^{M} w_{i}^{\prime 2} v_{j}^{1}=1, u_{2}^{2}=\sum_{i}^{M} w_{j}^{2} v_{j}^{\prime}=13, u_{3}^{2}=\sum_{i}^{M} w_{j}^{\prime 2} v_{j}^{1}=1, u_{4}^{2}=\sum_{i}^{N} w_{j 4}^{\prime 2} v_{j}^{\prime}=-3$

$u_{9}^{2}=\sum_{j}^{M} w_{j g}^{\prime 2} v_{j}^{\prime}=1, u_{i 0}^{2}=\sum_{j}^{M} w_{j 0}^{\prime \prime} v_{j}^{\prime}=1, u_{i 1}^{2}=\sum_{j}^{M} w_{j 1}^{M} v_{j}^{\prime}=1, u_{i}^{2}=\sum_{j}^{M} w_{j 2}^{\prime \prime} v_{j}^{1}=1$
$u_{1 B}^{2}=\sum_{j}^{M} w_{13}^{\prime} v_{j}^{1}=-3, u_{u_{4}^{2}}^{2}=\sum_{j}^{M} w_{144}^{\prime} v_{j}^{\prime}=-3, u_{15}^{2}=\sum_{j}^{M} w_{15}^{\prime} v_{j}^{\prime}=-3, u_{16}^{2}=\sum_{j}^{M} w_{j 16}^{\prime 2} v_{j}^{\prime}=1$
Here we use the activation function (2) shown

$$
\text { ie. } \quad v_{i}^{2}=g^{2}\left(u_{i}^{2}\right)=\left\{\begin{array}{cc}
1 & \text { if } u_{i}^{2} \geq \theta \\
-1 & \text { otherwise }
\end{array}\right.
$$

and threshold $\Theta=\mathrm{M}-1 / 2=13-1 / 2=12.5$ and, the outputs of neurons in the layer 2 are:

$$
\begin{aligned}
& v_{1}^{2}=g^{2}\left(u_{1}^{2}\right)=0, v_{2}^{2}=g^{2}\left(u_{2}^{2}\right)=1, v_{3}^{2}=g^{2}\left(u_{3}^{2}\right)=0, v_{4}^{2}=g^{2}\left(u_{4}^{2}\right)=0 \\
& v_{5}^{2}=g^{2}\left(u_{5}^{2}\right)=0, v_{6}^{2}=g^{2}\left(u_{6}^{2}\right)=0, v_{7}^{2}=g^{2}\left(u_{7}^{2}\right)=0, v_{8}^{2}=g^{2}\left(u_{8}^{2}\right)=0 \\
& v_{9}^{2}=g^{2}\left(u_{9}^{2}\right)=0, v_{10}^{2}=g^{2}\left(u_{10}^{2}\right)=0, v_{11}^{2}=g^{2}\left(u_{11}^{2}\right)=0, v_{12}^{2}=g^{2}\left(u_{12}^{2}\right)=0 \\
& v_{13}^{2}=g^{2}\left(u_{13}^{2}\right)=0, v_{14}^{2}=g^{2}\left(u_{14}^{2}\right)=0, v_{15}^{2}=g^{2}\left(u_{15}^{2}\right)=0, v_{16}^{2}=g^{2}\left(u_{16}^{2}\right)=0
\end{aligned}
$$

After the first phase, we have detected that second position of the given word is in error. In the second phase, we use the XOR network shown in Section 3.3 with the inputs of the corresponding bit positions of the output of phase $1(0100000000000000)$ and the received word ( 1100000001111111 ).Then according to the error correcting phase shown in Section 3.3.2, the XOR network produces the correct codeword ( 10000 00001111111 ).

## 4. Conclusion Remarks

In the above paper, we discussed an algorithm of the construction of neural networks for 2EC/5ED/AUED Code II.. We appreciate many researchers for their excellent research work on error detecting/correcting codes which we referred many places in this paper.
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