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Abstract: As a probability-based statistical classification
method, the Naive Bayesian classifier has gained wide
popularity despite its assumption that attributes are
conditionally mutually independent given the class label.
Improving the predictive accuracy and achieving
dimensionality reduction for statistical classifiers has been an
active research area in datamining. Our experimental results
suggest that on an average, with Minimum Description Length
(MDL) discretization the Naive Bayes Classifier seems to be the
best performer compared to popular variants of Naive Bayes as
well as some popular non-Naive Bayesian statistical classifiers.
We propose a Hybrid feature selection algorithm (CHI-WSS)
that helps in achieving dimensionality reduction by removing
irrelevant data, increasing learning accuracy and improving
result comprehensibility. Experimental results suggest that on
an average the Hybrid Feature Selector gave best results
compared to individual techniques with popular filter as well as
wrapper based feature selection methods. The proposed
algorithm which is a multi-step process utilizes discretization,
filters out irrelevant and least relevant features and finally uses
a greedy algorithm such as best first search or wrapper subset
selector. For experimental validation we have utilized two
established measures to compare the performance of statistical
classifiers namely; classification accuracy (or error rate) and
the area under ROC. Our work demonstrates that the proposed
algorithm using generative Naive Bayesian classifier on the
average is more efficient than using discriminative models
namely Logistic Regression and Support Vector Machine. This
work based on empirical evaluation on publicly available
datasets validates our hypothesis of development of
parsimonious models from our generalized approach.

Keywords: Naive Bayesian classifier, discretization, Minimum
description length, feature selection, chi-square statistics.

I. Introduction

In the last few years, the digital revolution has provided
relatively inexpensive and available means to collect and
store large amounts of patient data in databases containing
rich medical information and made available through the

Internet for Health services globally. Data mining techniques
applied on these databases discover relationships and
patterns that are helpful in studying the progression and the
management of diseases [38]. For a Physician who is guided
by empirical observation and clinical trials, this data
becomes appropriate if it is provided in terms of generalized
knowledge such as information pertaining to patient history,
diseases, medications, and clinical reports.

Several computer programs have been developed to carry
out optimal management of data for extraction of knowledge
or patterns contained in the data. These include Expert
Systems, Artificial Intelligence and Decision support
systems. One such program approach has been Data
Classification with the goal of providing information such as
if the patient is suffering from the illness or not from a case
or collection of symptoms. Particularly, in the medical
domain high classification accuracy is desirable. Data
classification using Naive Bayes (NB) has gained much
prominence because of its simplicity and comparable
accuracy with other classifiers. Research study shows that
Naive Bayesian classification works best for discretized
attributes [4], [10].

Based on the theory of Bayesian networks, Naive Bayes is
a simple yet consistently performing probabilistic model.
Data classification with Naive Bayes is the task of predicting
the class of an instance from a set of attributes describing
that instance and assumes that all the attributes are
conditionally independent given the class. This assumption
grossly violates real-world problems and much effort has
been focused in the name of Naive Bayes variants by
relaxing the independence assumptions to improve
classification accuracy. It has been shown that Naive
Bayesian classifier is extremely effective in practice and
difficult to improve upon [9].

Research work show that Naive Bayes (NB) classification
works best for discretized attributes and the application of



Fayyad and Irani’s Minimum Discretization Length (MDL)
discretization gives on the average best classification
accuracy performance [41]. In this paper we compare the
accuracy performance of non-discretized NB with MDL
discretized NB, popular variants of NB and with state-of-the-
art classifiers such as k-Nearest Neighbor, Decision Trees,
Logistic Regression, Neural Networks and Support Vector
Machines.

Many factors affect the success of machine learning on
medical datasets. The quality of the data is one such factor.
If information is irrelevant or redundant or the data is noisy
and unreliable then knowledge discovery during training is
more difficult. Feature selection is the process of identifying
and removing as much of the irrelevant and redundant
information as possible [29], [34]. Regardless of whether a
learner attempts to select features itself or ignores the issue,
feature selection prior to learning can be beneficial.
Reducing the dimensionality of the data reduces the size of
the hypothesis space and allows algorithms to operate faster
and more effectively. The performance of the Naive Bayes
classifier is a good candidate for analyzing feature selection
algorithms since it does not perform implicit feature
selection like decision trees.

The motivation for this work comes from studies utilizing
the combination of machine learning techniques in literature.
They include the use of 3-NN for selecting best examples for
I-NN [45], application of decision trees to identify the
features for indexing in case based reasoning and selection
of the examples [7], and instance based learning using
specific instances [6]. The idea behind our general approach
is to reduce the space complexity at each phase of the
process so that greedy algorithms at the final step of the
process have to deal with relatively smaller subset of
features than the original.

The approach we have adopted is a three phased
framework. First, the continuous variables are discretized to
reduce the effect of distribution imbalance. (Naive Bayes
works well with categorical attributes). In the second phase,
irrelevant attributes are removed to minimize the feature
count for the model. Even though Naive Bayes gracefully
handles irrelevant attributes, we are removing the irrelevant
attributes to bring parsimony to the model structure. In the
third phase, a greedy search algorithm is applied to search
the best feature subset.

Through this paper we propose a Hybrid feature selection
algorithm which is a multi-step process. In the first step the
data is discretized. During the second step the discretized
data is filtered by removing irrelevant and least relevant
features using chi-square feature selection. In the third step,
a greedy algorithm like Wrapper Subset or Best First search
is used to identify the best feature set. We experimentally
compare the accuracy performance with individual
techniques drawn from popular filter and wrapper based
approaches. The experimental results with our proposed
Hybrid feature selection algorithm show that it achieves on
the average better dimensionality reduction and increased
learning accuracy by reducing the space complexity at each
phase of the process. Our experimental study shows that it is

possible to reliably develop parsimonious models by
applying the Hybrid feature selection algorithm that is both
simple and effective.

II. Naive Bayes and NB Classifier

Naive Bayes, a special form of Bayesian network has been
widely used for data classification in that its predictive
performance is competitive with state-of-the-art classifiers
such as C4.5 [12]. As a classifier it learns from training data
from the conditional probability of each attribute given the
class label. Using Bayes rule to compute the probability of
the classes given the particular instance of the attributes,
prediction of the class is done by identifying the class with
the highest posterior probability. Computation is made
possible by making the assumption that all attributes are
conditionally independent given the value of the class. Naive
Bayes as a standard classification method in machine
learning stems partly because it is easy to program, its
intuitive, it is fast to train and can easily deal with missing
attributes. Research shows Naive Bayes still performs well
in spite of strong dependencies among attributes [9].

Naive Bayes is best understood from the perspective of
Bayesian networks. Bayesian networks (BN) graphically
represent the joint probability distribution of a set of random
variables. A BN is an annotated directed acyclic graph that
encodes a joint probability distribution over a set of
attributes X. Formally a BN for X is a pair B=<G,0>,
where G represents the directed acyclic graph whose nodes
represent the attributes X1, X2,.Xn and whose edges
represent direct dependencies between the attributes. The
BN can be used to compute the conditional probability of a
node given values assigned to the other nodes. The BN can
be used as a classifier where the learner attempts to construct
a classifier from a given set of training examples with class
labels. Here nodes represent dataset attributes.

Assuming that X;, X,.X, are the n attributes
corresponding to the nodes of the BN and say an example E
is represented by a vector Xy, X,,..X, where x1 is the value of
the attribute X1. Let C represent the class variable and c its
value corresponding to the class node in the Bayesian
network, then the class ¢ of the example E (c(E)) can be
represented as a classifier by the BN [12] as

C(E) =argmax p(c) p(x1,%x2,--XnlC) (1)
ceC

Although Bayesian networks can represent arbitrary
dependencies it is intractable to learn it from data. Hence
learning restricted structures such as Naive Bayes is more
practical. The Naive Bayesian classifier represented as a BN
has the simplest structure. Here the assumption made is that
all attributes are independent given the class and equation 1
takes the form.

n
c(E) = argmax p(c) [[ p(x,1c) @
ceC i=1
The structure of Naive Bayes is graphically shown in
Figure 1. Accordingly each attribute has a class node as its
parent only. The most likely class of a test example can be



easily estimated and surprisingly effective [9]. Comparing
Naive Bayes to Bayesian networks, a much more powerful
and flexible representation of probabilistic dependence
generally did not lead to improvements in accuracy and in
some cases reduced accuracy for some domains [36].

Figure 1. Structure of Naive Bayes

III. Implementing the NB Classifier

Considering that an attribute X has a large number of values,
the probability of the value P(X=x; |C=c) from equation 2
can be infinitely small. Hence the probability density
estimation is used assuming that X within the class c are
drawn from a normal (Gaussian) distribution where o, is
the standard
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deviation and p is the mean of the attribute values from the
training set [10]. The major problem with this approach is
that if the attribute data does not follow a mnormal
distribution, as often is the case with real-world data, the
estimation could be unreliable. Other methods suggested
include the kernel density estimation approach [22]. But
since this approach causes very high computational memory
and time it does not suit the simplicity of naive Bayes
classification.

When there are no values for a class label as well as an
attribute value, then the conditional probability P(x|c) will be
also zero if frequency counts are considered. To circumvent
this problem, a typical approach is to use the Laplace-m
estimate [3]. Accordingly

n
P(C =c) =C—+k
N + nxk

where nc = number of instances satisfying C=c, N = number
of training instances, n= number of classes and k =I.

Ci + mxP(X = xj)

n
P(X = xj|C =¢) =
Nc+m
where n,; = number of instances satisfying both X=xi and
C=c, m=2 (a constant) and P(X=xi) estimated similarly as
P(C=c) given above.

We also need to consider datasets that have a few
unknowns among the attribute values. Although unknowns
can be given a separate value [8], we have chosen to ignore
them in our experiments.

IV. Discretization for NB Classifier

Data discretization is the process of transforming data

containing a quantitative attribute so that the attribute in
question is replaced by a qualitative attribute [46]. Data
attributes are either numeric or categorical. While categorical
attributes are discrete, numerical attributes are either discrete
or continuous. Research study shows that Naive Bayes
classification works best for discretized attributes and
discretization effectively approximates a continuous variable
[4].

Discretization involves dividing an attribute’s values into
a number of intervals (min; .. max;) so that each interval can
be treated as one value of a discrete attribute. The choice of
the intervals can be determined by a domain expert or with
the help of an automatic procedure that makes the task easy.
For Naive Bayes, computational time complexity is only
linear with respect to the size of the training data. This is
much more efficient than the exponential complexity of
Non-Naive Bayesian approaches [47]. They are also space
efficient. With discretization, the learning complexity of the
Naive Bayes classifier should get reduced. Although several
discretization methods have been developed for Naive Bayes
classifiers, we have chosen 2 unsupervised (Equal Width and
Equal Frequency discretization) as well as the popular
supervised Fayyad and Irani’s Minimum Description Length
(MDL) [14], [42] methods for our experiments.

V. Equal Width & Frequency discretization

Both Equal Width and Equal Frequency discretization are
unsupervised direct methods and have been used because of
their simplicity and reasonable effectiveness [4]. In Equal
Width Discretization (EWD) an attribute’s values are
divided between X, and X, into k equal intervals such that
each cut point is Xt M X ((Xmax - Xmin ) / k); where m takes
on the value from O0..(k-1). In Equal Frequency
Discretization (EFD) each interval in k between X, and Xax
has approximately the same number of the sorted values of
the attribute. Both EWD and EFW suffer from possible
attribute loss on account of the pre-determined value of k.
For our experiments we have chosen k to be 10.

VI. MDL discretized Naive Bayes

The Minimum Description Length (MDL) discretization is
Entropy based heuristic given by Fayyad and Irani [13]. The
technique evaluates a candidate cut point between each
successive pair of sorted values. For each candidate cut
point, the data are discretized into two intervals and the class
information entropy is calculated. The candidate cut point,
which provides the minimum entropy is chosen as the cut
point. The technique is applied recursively to the two sub-
intervals until the criteria of the Minimum candidate cut
point, the data are discretized into two intervals and the class
information entropy is Description Length (MDL).

For a set of instances S, a feature A and a partition
boundary T, the class information entropy of the partition
induced by T is given by

S S
E(A,T,S) = % Ent(s)) + % ENt(S 5)

and



C
Ent(S) = - > _P(Ci,S)log,(Ci,S)

i=1
For the given feature the boundary T,,;, that minimizes the
class information entropy over the possible partitions is
selected as the binary discretization boundary. The method is
then applied recursively to both partitions induced by Ty,
until the stopping criteria known as the Minimum
Description Length (MDL) is met. The MDL principle
ascertains that for accepting a partition T, the cost of
encoding the partition and classes of the instances in the
intervals induced by T should be less than the cost of
encoding the instances before the splitting. The partition is

accepted only when

log, (N 1) . MAT.S)
N

Gain(AT,S) ) "

where

ACAT,S) = logy[1°-2)~CEN(S) ~¢| Ent(s ) ~co ENtS)
and

Gain(A,T,S) = Ent(S)-E(A,T,S)

N = number of instances, c,cl,c2 are number of distinct
classes present in S, S1 and S2 respectively.

VII. Variants of Naive Bayes Classifier

Real-world problems rarely show the conditional
independence assumption used in Naive Bayes. Extending
the structure was adopted as a direct way to possibly
overcome the limitation posed by Naive Bayes (NB)
resulting in various NB variants. Briefly described are 4
popular NB variants that were used in our experiments.

The Tree Augmented Naive Bayes (TAN) is an extended
NB [15] where with a less restricted structure in which the
class node directly points to all attribute nodes and an
attribute node can have only one parent attribute node. TAN
is a special case of Augmented Naive Bayes (ANB), which
is equivalent to learning an optimal BN, which is N-P hard.
TAN has shown to maintain NB robustness and
computational complexity and at the same time displaying
better accuracy. The structure of TAN is shown in Figure 2.
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Figure 2. Structural representation of Tree Augmented
Naive Bayes (TAN)

Boosting involves learning a series of classifiers, where each
classifier in the series learns more attention to the examples
that have been misclassified by its predecessors. Hence each
next classifier learns from the reweighed examples. The final
boosted classifier outputs a weighted sum of the outputs of
each individual classifier series with each weighted
according to its accuracy on its training set. Boosting
requires only linear time and constant space and hidden

nodes are learned incrementally starting with the most
important [13]. A graphical representation for Boosted Naive
Bayes (BAN) is shown in Figure 3. The hidden nodes y
correspond to the outputs of the NB classifier after each
iteration of boosting. With sample datasets BAN shows
comparable accuracy with TAN.

Figure 3. Structural representation for the Boosted
Augmented Naive Bayes (BAN)

The Forest augmented Naive Bayes (FAN) represents an
Augmented Bayes Network defined by a Class variable as
parent to every attribute and an attribute can have at most
one other attribute as its parent [23],[43]. By applying the
algorithm [17] incorporating Kruskal’s Maximum Spanning
Tree algorithms an optimal Augmented Bayes Network can
be found. A graphical structural representation for the Forest
augmented NB is shown in Figure 4.

Figure 4. Structural representation for Forest augmented
Naive Bayes (FAN)

The Selective Naive Bayesian classifier (SNB) uses only
a subset of the given attributes in making the prediction [28].
The model enables to exclude redundant, irrelevant variables
so that they do not reflect any differences for classification
purposes. Experiments with sample datasets reveal that SNB
appears to overcome the weakness of NB classifier. An
example structural representation for SNB is shown in
Figure 5.

©

Figure 5. Structural representation for Selective Naive
Bayes (SNB)

For the above given model, and an example given by
E=<x1, x2, X3, x4 >, will be assigned to the class

¢(E) =argmax p(c) p(x1/c) P(x2[C)P(x4]c)
ceC



VIII. Popular non-NB statistical classifiers

Here we briefly describe the 5 non-Naive Bayesian
Statistical classifiers we have used in our experiments. The
idea of a Decision Tree (DT) [39] is to partition the input
space into small segments, and label these small segments
with one of the various output categories. A DT is a k-ary
tree where each of the internal nodes specifies a test on some
attributes from the input feature set used to represent the
data. Each branch descending from a node corresponds to
one of the possible values of the feature specified at that
node. Each test results in branches, which represent different
outcomes of the test. The basic algorithm for DT induction is
a greedy algorithm that constructs decision trees in a top-
down recursive divide-and-conquer manner. The class
probability of an example is estimated by the proportion of
the examples of that class in the leaf into which the example
falls. For our experiments we have used the J48 class of C4.5
decision trees provided in the Weka machine learning
environment. The J48 tree classifier forms rules from
pruned partial decision trees built using C4.5’s heuristics.
The J48 classifier parameters in Weka were set as follows:
Confidence Factor is 0.25 (sets the threshold for the
InformationGainRatio measure used by J48), minimum
number of Instances per leaf is 2.0, number of folds is 3 (1
for pruning and 2 for growing the tree) and sub tree pruning
enabled.

The k-NN is a supervised learning algorithm where the
result of new instance query is classified based on majority
of k-Nearest Neighbor category [6]. The purpose of this
algorithm is to classify a new object based on attributes and
training samples. The classifiers do not use any model to fit
and only based on memory. Given a query point, we find k
number of objects or (training points) closest to the query
point. The classification is using majority vote among the
classification of the k objects. Any ties can be broken at
random. k-NN algorithm uses neighborhood classification as
the prediction value of the new query instance. k-nearest
neighborhood may be influenced by the density of the
neighboring data points. We have used Weka’s IBk
implementation of the k-nearest neighbor classifier [6] and
set the classifier parameters as - number of nearest neighbors
(k) as 1, the windowSize is 0 (indicating that there was no
limit on the number of training instances) and disabled
distance weighting method, cross validation for selecting the
best k value and attribute normalization.

Logistic regression (LR) is part of a category of statistical
models called generalized linear models. LR allows one to
predict a discrete outcome, such as group membership, from
a set of variables that may be continuous, discrete,
dichotomous, or a mix of any of these [28]. LR is often
referred to as a discriminative classifier unlike NB which is
referred to as a generative classifier. To cater to Logistic
Regression for more than 2 discrete outcomes, we have used
Weka’s Multinominal Logistic Regression algorithm with ridge
estimator in our experiments. The implementation of the
Multinominal Logistic Regression with ridge estimator is
believed to be suitable for small training sets [48]. The classifier
parameters were configured for Weka’s default values as
follows: the ridge is 1.0E-8 (to enable log—likelihood) and the

maximum number of iterations to be performed is -1.

Artificial neural networks (NN) are relatively crude
electronic networks of "neurons" based on the neural
structure of the brain. They process records one at a time,
and "learn" by comparing their classification of the record
(which, at the outset, is largely arbitrary) with the known
actual classification of the record. The errors from the initial
classification of the first record is fed back into the network,
and used to modify the networks algorithm the second time
around, and so on for many iterations [19]. For the Neural
Network classifier, we have used Weka’s Multilayer Perceptron
algorithm. This network uses a sigmoid function as its activation
function and back propagation as its learning algorithm. The
classifier parameters for the multilayer perceptron in Weka were
set to the default values as follows — Hidden Layers is ‘a’ [the
wildcard a = (attributes + classes) / 2 ], Momentum is 0.2,
Learning rate is 0.3, Number of Epochs is 500, Random seed
for Weights is 0, validationSetSize is 0 and the validation
threshold is 20.

Support Vector Machines (SVMs), are one of the most
powerful methods in machine learning for solving binary
classification problems, based on the idea of identifying
hyperplanes that maximizes the margins between the two
classes [2]. The concept of decision planes that define
decision boundaries are used in SVM. A decision plane is
one that separates between a set of objects having different
class memberships. This approach constructs hyper planes in
a multidimensional space that separates cases of different
class labels. SVM can handle multiple continuous and
categorical variables [5]. For our experiments we have used
Weka’s SMO classifier- which implements John C. Platt's
sequential minimal optimization algorithm for training a
support vector classifier using polynomial kernels [49][50].
We have chosen Weka’s default values as follows:
complexity parameter ¢ is 1.0, gamma is 1.0, kernel cache
size is 250007, use of the Polynomial kernel with exponent
is 1.0 and the values (not to be changed) 1.0E-8 and 0.0010
for Epsilon and toleranceParameter respectively.

IX. Feature Selection for NB Classifier

Feature selection is often an essential data pre-processing
step prior to applying a classification algorithm such as
Naive Bayes. The term feature selection is taken to refer to
algorithms that output a subset of the input feature set. One
factor that plagues classification algorithms is the quality of
the data. If information is irrelevant or redundant or the data
is noisy and unreliable then knowledge discovery during
training is more difficult. Regardless of whether a learner
attempts to select features itself or ignores the issue, feature
selection prior to learning can be beneficial. Reducing the
dimensionality of the data reduces the size of the hypothesis
space and allows algorithms to operate faster and more
effectively. In some cases accuracy on classification can be
improved [29]. As a learning scheme Naive Bayes is simple,
very robust with noisy data and easily implementable. We
have chosen to analyze feature selection algorithms with
respect to Naive Bayes method since it does not perform
implicit feature selection like decision trees.



Algorithms that perform feature selection as a
preprocessing step prior to learning can generally be placed
into one of two broad categories namely filter and wrapper
based approaches [21]. For our experimental study we have
considered 3 popular filter based approaches namely Chi-
squared, Gain Ration and ReliefF and 3 popular wrapper
based approaches namely Correlation feature selection
(CFS), WrapperSubset feature selection and Consistency-
based subset feature selection.

X. Filter based feature selection

The Filter based feature selection methods operate
independently of any learning algorithm. Undesirable
features are filtered out of the data before induction
commences. Although filters are suitable to large datasets
they have not proved as effective as wrappers. While the
filter approach is generally computationally more efficient
than the wrapper approach, its major drawback is that an
optimal selection of features may not be independent of the
inductive and representational biases of the learning
algorithm to be used to construct the classifier. Discussed
below are 3 popular filter approaches used for our
experiments.

The Chi-squared feature selection algorithm evaluates the
worth of a feature by computing the value of the chi-squared
statistic with respect to the class. The Chi-Squared (3%
method [30] is built on the top of the entropy method. The x>
method evaluates features individually by measuring their
chi-squared statistic with respect to the classes.

Information Gain is one of the most popular feature
selection algorithms. It uses the measure of information
entropy of one variable (or feature) before and after
observing another variable, the difference of which is the
information gain [30]. Gain Ratio is a modified version of
the Information Gain measure, and tells us the amount of
information gain of the variable relative to the entropy of the
class. The Gain Ratio can be termed as a modification of the
information gain that reduces its bias towards attributes with
more states. However a drawback of Gain Ratio is that it
may overcompensate, i.e. choose an attribute just because its
intrinsic information is very low.

The Relief algorithm [27] assigns “relevance” weights to
each feature which indicates the relevance to the target
concept [29]. The method works by randomly sampling an
instance from the data and locating its nearest neighbor from
the same and opposite class. The values of the attributes of
the nearest neighbor are compared to the sampled instance
and used to update relevance scores for each attribute. The
process is repeated for a user specified number of instances
m. Here the useful attribute differentiates between instances
from different classes and have the same value from the
same class. This method of Relief originally intended for
two-class problems has been extended using ReliefF to
handle noisy and multi-class datasets. An advantage of
ReliefF algorithm is that it can deal with noisy and
incomplete datasets [29].

XI. Wrapper based feature selection

The Wrapper employs as a subroutine a statistical
resampling technique such as cross validation using the
actual target learning algorithm to estimate the accuracy of
feature subsets. This approach has proved useful but is slow
because the learning algorithm is called repeatedly. The
wrapper approach involves the computational overhead of
evaluating candidate feature subsets by executing a selected
learning algorithm on the dataset represented using each
feature subset under consideration [40]. Wrapper methods
are widely recognized as a superior alternative in supervised
learning problems, but on account of the number of
executions that the search process requires results in a high
computational cost than filters methods. We briefly describe
3 popular wrapper methods that were used in our
experiments.

Correlation Feature Selection (CFS) evaluates the worth
of a subset of features by considering the individual
predictive ability of each feature along with the degree of
redundancy between them. Subsets of features that are
highly correlated with the class while having low inter-
correlation are preferred [34]. The method employs a
heuristic to select a subset taking into account its usefulness
for predicting the class along with the level of inter-
correlation among them. While irrelevant features will be
poor predictors, redundant attributes will be highly
correlated to one or more of the other features. If expanding
a subset results in no improvement, the search drops back to
the next best unexpanded subset and continues from there.
Given enough time a best first search will explore the entire
feature subset space, so it is common to limit the number of
subsets expanded that result in no improvement. The best
subset found is returned when the search terminates. CFS
uses a stopping criterion of five consecutive fully expanded
non- improving subsets. The greatest limitation of CFS is its
failure to select features that have locally predictive values
when they are overshadowed by strong, globally predictive
features.

The Wrapper attribute selection uses a target learning
algorithm to estimate the worth of attribute subsets. In this
method, selection is made on a subset of original features of
the dataset such that the induction algorithm (Naive Bayes in
our case) that is run on the data containing only those
features generates a classifier with the highest possible
accuracy [26]. Cross validation (we have used 5 CV for our
experiments) is used to provide an estimate of the accuracy
of the NB classifier when using only the attributes in a given
subset. The forward selection search is used to produce a list
of attributes ranked according to their overall contribution to
the accuracy of the attribute set with respect to the target
learning algorithm.

Consistency-based subset evaluates the worth of a subset
of features by the level of consistency in the class values
when the training instances are projected onto the subset of
features. For this feature selection approach, combinations of
attributes whose values divide the data into subsets
containing a strong single class majority is looked for. This
approach is biased towards small feature subsets with a high-
class consistency. Here we use Liu and Sentiono’s
consistency metric [31]. The forward selection search is used



to produce a list of attributes ranked according to their
overall contribution to the consistency of the attribute set.

XII. CHI-WSS feature selection algorithm

Our proposed feature selection algorithm (CHI-WSS)
combines the filter approach with a greedy subset search
approach such as wrapper subset selector. The reason for
using both filter based and wrapper based approach is to
reduce the search space in each phase. Specifically wrapper
based approach will not remove irrelevant features and filter
algorithms do not greedily search the feature space. The
hypothesis of our research is to find the effectiveness of
combining these two approaches to reduce the search space
and build a parsimonious model. Our approach can be
viewed in terms of 3 distinct phases as shown in Figure 6.

In the Discretization phase all non-categorical features of
the dataset are discretized. All irrelevant and least relevant
features are removed in the Filter phase. During the Subset
search phase, feature subsets are identified using a greedy
algorithm to find the set of features that maximizes
classification accuracy.

Discretization Phase

Filter Phase

Subset Search Phase

Figure 6. CHI-WSS feature selection Phases

The CHI-WSS algorithm in Steps

Step 1: Given the Dataset, apply MDL (Fayyad and Irani)
discretization to all non-categorical features.

Step 2: Compute chi-square feature ranking. Remove all
irrelevant features from the dataset if their chi-square
average merit equals zero. Next, remove all least relevant
features from the dataset that satisfy the condition
avg _ merit;x log(N?)

Yavg _merit x N

100 x ( 0

where we set 5= 0.1 to
satisfy our criterion. avg merit; is the average merit for the
feature in consideration and N is the total number of
attributes.
Step 3: Identify the feature subsets using a greedy algorithm

such as Best First Search or Wrapper Subset selector.

The MDL discretization is carried out in the first step
because greedy subset search methods like Wrapper subset
do not do data discretization. Through the second step, by
removing irrelevant and least relevant features, we reduce
the computational overhead of the greedy feature search.
Further, our approach is a generalized one as any suitable
greedy search method such as Best First search or Wrapper
subset search selector may be employed in the final step.

The chi-square feature ranking computes the average of
the 10 Cross Validation chi-square statistics with respect to
the class — called average merit and given as avg merit in
the above given mathematical formula which is used for
identification of least relevant features. The mathematical
formula was empirically obtained through experimentation
with various publicly available datasets. The wrapper
methods are widely recognized as a superior alternative in
supervised learning problems, since by employing the
inductive algorithm to evaluate alternatives they have into
account the particular biases of the algorithm. However,
even for algorithms that exhibits a moderate complexity, the
number of executions that the search process requires results
in a high computational cost [33]. The CHI-WSS algorithm
helps to reduce the space complexity at each phase so that
greedy algorithms such as the Wrapper subset selector used
at the final step have to deal with relatively smaller feature
subsets than the original. This in turn validates the
hypothesis of the development of parsimonious models from
our generalized approach.

XIII. Experimental Evaluation

We have used 17 natural Medical datasets for our
experiments whose technical specifications are as shown in
Table 1. All the chosen datasets had at least one or more
attributes that were continuous. The main software package
used in our experiments is Weka version 3.4.8 (Waikato
Environment for Knowledge Analysis), developed at the
University of Waikato in New Zealand [51]. For our
experiments we have substituted all noisy data with
unknowns. For datasets with redundant attributes and non-
computational attributes (such as patient identification
number), we have ignored them from our experiments. All
missing attribute values were ignored.

Table 1: Specifications for the Medical datasets

5L . No.of | Towlno, | Number | Missing | Noisy atir.
No | Melial Datuset o vceslof attriutesiof Classes s, stafus| _status
1 |[WiscominEBreast Cancer [1] [ 10 2 Tes Na
2 |Pima Digbetes [1] 768 9 2 Ha Ha
3 |BupaLiver Disorders [1] 345 7 2 Ha Ha
4 |Cleveland Heant Disease [1] i c] 14 2 Tes Na
5 |Hepatitis [1] 155 a0 2 Tes Na
6 (Thyrasd —rew [1] 215 b 3 Ha Ha
T Thyroud (ametram) [1] KXy 22 3 Ha Ha
2 [Statlog- heart [1] m 14 2 Ha Ha
9 |Hepatchiliazy disceders [0,35] | 5% 10 4 Ha Na
10 |dppendicitis [44] 104 9 2 Yes Ha
11 |Leisermng neo sudiclogy [37] 3152 2 2 Ha Ha
12 [Norton recmatal andiolegy [37) | 5058 2(m 2 Ves Ha
13 [Laymgeal 1 [32] 213 17 2 Ha Ho
14 [EDS [52] 85 13 2 Ha Ha
15 [Voiee 3 [32] % 11 3 Ha Ha
16 [Voiee 9 [32] 42 11 3Py Ha Ha
17 [Weaning [37] 30 13 2 Ha Ho

We have used 10-fold cross validation test method to all
the medical datasets [25]. The dataset was divided into 10
parts of which 9 parts were used as training sets and the
remaining one part as the testing set. The classification
accuracy was taken as the average of the 10 predictive
accuracy values.



Table 2 provides the experimental evaluation of
discretization techniques employed. The wins for Fayyad
and Irani’s MDL discretization indicates on the average
improved classification accuracy compared to that of Equal
Frequency and Equal Width discretization. We argue that
MDL discretization does better on account of using the class
information entropy after discretization and EWD and EFD
discretization levels are not optimized.

Table 2: Naive Bayes Classification Accuracy with and
without Discretization

are Decision Tree (DT), k —Nearest Neighbor (k- NN),
Logistic Regression (LR), Neural Network (NN) and
Support Vector Machine (SVM). The wins at the bottom of
Table 3 and Table 4 provides the ratio of medical datasets
where the accuracy is highest among the considered
classifiers to the total number of datasets used for our
experiments. In both tables the MDL discretized NB on the
average gave best results.

Table 4: Classification Accuracy with Naive Bayes (NB),
MDL discretized NB and non-NB classifiers

Table 3 shows the accuracy results for non-discretized
NB, MDL discretized NB and variants of NB. The 4 variants
of Naive Bayes chosen for our experiments are Selective
Naive Bayes (SNB), Boosted Naive Bayes (BNB), Tree
Augmented Naive Bayes (TAN) and Forest Augmented
Naive Bayes (FAN).

Table 3: Classification Accuracy with Naive Bayes (NB),
MDL discretized NB and variants of NB.

. Natre Bayes with . NB Popular nonNB Classifiers

S| Molical Dataser | FDwithot discretization No|  MedicalDataset NB L) D1 wnw | LR | o | svmt
EWD EFD MDL 1 [WiscomsinBreast Cancer  [25.9943(269957 |24 563794 9928(96 5665 95 279 |96 9957
1 [#iscominBreast Cancer 959943 972818 | 972818 | 569957 2 [Pirma Dishetes (76,3021 (772646 (73 2281(70 1823(77.2135]75.1302{77 3438
2 [Pima Dishetes 763021 755506 75 778646 3 [Bupa Liver Discrdes 155.3623(63. 12084 63 60 57[62 2986 (55,1 159]71 . 5R42(53 2600
3 |Bupa Liver Disardes 553623 649275 | 623188 | 63.1224 4 Fleveland Heart Disease  [B3.5084[838204(75 9076/75 2076 |34 8185]80 8581|251 455
4 leveland Heart Disease 238284 F34%85 | 834583 | 838254 5 [Hepatitis 24 51610245161 |83 271 [20 5452(32.5006]81 9355(35 1613
5 [Hepatitis 24 5161 84.5181 | 832258 | 84.5181 & [Thyroid-new 6. 7442196 2791 |92 093 (97 2093(96. 744256 7442(39 767
& [Thyroid -new 967442 92095 | #58l4 | 95271 7 [Thyroid {an-train) 05 5106 98 207 |92 084(92 1262(96.271 7|96 2354(93 796

7 [Thyroid (ametrain) 95519 937169 | ¥ 315 | SRE07 8 Fiatlog- heart 24 51481833533 (76 2963(75 5556 (83373383 3333 22963
& PFtatlog- heart 245148 840741 | 822232 | §3.3353 9 [Hepatobiliany disorers 47 94781684701 71 0821(73 3209(59.3284]80.5200(42 3507
9 |Hepatohiliary disoners 479478 505597 | 656716 | 62,4701 10 |appendinitis 24 9057(38.6 79235 7925(23 01892(37.7358]87. T3 58(86 7925

10 |&ppendicitis 249057 21.1321 | 849057 | 86792 11 [Leisenring neo mdiclogy 100 | 100 | 100 | 100 | 100 | 100 | 100

11 [Leisenring neo mdiclogy 100 1m 100 100 12 [Norton meonatal andinlogy |6 (B54/96 6983 (97 (1739]94 561937 0542|% 9553)77 0542
12 [Morton reonatal sudiology 960854 96.5204 | 959751 | 966983 13 [Larmgeal 1 (75,5360 (36.8545 78 4038(79 2122 84.507 |52.1596(34 0376
13 JLarmgeal 1 75 5889 202817 | 826291 | 858545 14 [RDS 50.4118(95.2041 34 70@5(32 3529(37.0588]57.0588(35 2353
14 [RDS 294118 41176 | 941176 | 95.2941 15 [Voice_3 50.7479(76. 2508 (74 7899(71 2487(78.1513]7% 4706(73 5714
15 [Woice_3 537479 714286 | 726891 | 768902 16 [Voice_9 (72,7323 (24. 5704 91 121 5[94 2592(27.1495] 29 484 35 280
16 [Voice 9 787383 229439 | 835785 | 24.5794 17 [Wearing 20 7351 (91 0596 152 4503(78 4768(81. 728954 4371 (32 4503

17 [Weaning 297351 887417 | B9404 | 91.0596 Wins 217 | en? | anz | a7 [z | w7 | snz
Wins N7 17 17 | 17 Abbreviations Used: NB- Naive Bayes, NB (MDL) — Naive Bayes

with MDL discretization, DT — Decision Tree, k-NN - k -Nearest
Neighbor, LR- Logistic Regression, NN-Neural Network, SVM —
Support Vector Machine

To further substantiate the results obtained in Table 3 and
4, we have tabled the results for the Area under the Receiver
Operator Characteristics (AUROC) in Table 5 and 6 for the

Table 5: AUROC (in percentage) with Naive Bayes (NB),
MDL discretized NB and variants of NB.

L | . NB Variants of NB 51 Medical Dafaset NB NB Variank of NB
No.| MedicalDataset NB | DLy [ “ewp | BB | TAN | FAN To. {MDL} SNB | BNB | TAN | FAN
1 [Wisconsin Breast Cancer | 95,9943 56 95957 |96, 7056 | 25,5651 |96 7098 | 25,5651 1 |[Wiscorsin Breast Cancer |98.75| 992 |92011 (9762|9694 (32 AR
2 [Fima Dighetes 6302177 B646 | TTOEIS) 74349 |74 6084 | 739583 2 |Piswa Didhetes R1.85| fed 122|200 |ans |74z
) b |5 3000 1009 6197 | 42950085 | 3 o LoD [ 555 6175|1515 567

VR L} 1Eease . R x R B R .
5 [Hepatiti 545161 |84 5161 37,0965 |82 5806 |53 2258 |83 225 B CE R TR O O P [ i Pl IR
6 [Thyroid-new 95.7442| 9% 2791 |976744 | 95514 |4 4186|953488 5 |Hepatitis B5.55| 2554 1855218515871 |25 43
7 [Thyreid (ann-train) 95 5196| 98 A07 95,6257 |93.0606 |99 3107 | 293637 & | Thoyaoid - newr Q07| AR |9Rds |99 9879 |98 40
& Ftatloe- heart 84 8148 |53 3733 | 54,5148 |50, 7407 |50 7407 | 803704 7 | Thyoid {arm bain) 0075 | 9o |om7e e as (v es (e g7
10 |4 ppendicits 4 9057|586 792 |88.6792 24,9057 |57 7358 | 26.7925 o

11 [ooning neo andiclogy | 100 | 100 | 100 | dgo | w0 | ion 9 |Hepatchilarydisordess | 74.35 6748 [71.34) 5485|553 |91 14
12 [ortm necnatal andiolay | 96 055496 5983 | 960854 | 97 1542 |96 9751 |26.0751 10 [hppendicitis TRI3| TR (TE5E (B08] 885 25 A0
13 [Larmgeal 1 75.5869(86 5545 | 85446 |82.15% |54 0376 |34.037%6 11 |Leisemming nec andiclegy | 100 | 100 | 100 | 1000 | 100 | 10O
14 [RDS £9.4112|95.2041 | 91,7647 |29.41 18 |20 5582 | 929412 12 |Horon necnatal andiclegyw (80,91 [ 5244|6091 |61.04 | 5785|536 01
15 [Foice_3 2. 7479 |76 8008 | 50,2521 |71 3457 | 74 3607 | 73.1092 13 [Laymgeal 1 onad | mesr |onm lse s sy on 19
s s prolssmzmens e | ) fus 259|578 107 st :0(32
emgm TR ETERE TR N BTER L 15 |Voice 3 829 | 9501 |20.67 (5295 (9217|8887
la [Volee & Q091 | G508 |91.75(92.28 (.50 |58 29
Abbreviations Used: NB- Naive Bayes, NB (MDL) — Naive Bayes 17 [Weaing 505 9875 1972 g 29 |gr 2 |93 18
with MDL discretization, SNB — Selective Naive Bayes, BNB- W 117 | 907 Vang 207 [3n7 [ et

Boosted Naive Bayes, TAN- Tree Augmented Naive Bayes, FAN —
Forest Augmented Naive Bayes

Table 4 shows the accuracy performance with non-
discretized NB, MDL discretized NB and some popular non-
NB classifiers. The 5 popular non-NB statistical classifiers

Abbreviations Used: NB- Naive Bayes, NB (MDL) — Naive Bayes
with MDL discretization, SNB — Selective Naive Bayes, BNB-
Boosted Naive Bayes, TAN- Tree Augmented Naive Bayes, FAN —
Forest Augmented Naive Bayes

above mentioned statistical classifiers. Clearly the wins



obtained by MDL discretized NB classifier proves that it is
the best performer.

Table 7 provides the results of feature selection using the
proposed CHI-WSS algorithm. From the wins given at the
bottom of the table; applying the proposed hybrid feature
selector, all the 17 datasets saw improvement in
dimensionality reduction with comparable classification
accuracy.

Table 6: AUROC (in percentage) with Naive Bayes (NB),
MDL discretized NB and non-NB classifiers

51 . NB Popular non-NB Classifiors

No| MedicalDatwet | NB {upy o 1or T NN] LR | NN |SVM
1 |"Wascomsin Breast Cancer |75 S22 [9547 (97 31]92.533|28.6]1 (36582

2 |Pirna Didbetes 2184 | 8484 |75 14 |18501 (83187027195

3 |Bupa Liver Disceders B0l | 5595 | &85 |82 267177418 50,534

4 |Cleelavd Heart Disease  |9071| 91,27 |7828 (7828|2084 |88.30|24.75

5 |Hepatitis BSOS BE DR |AS 35802681 A5 TaA2

& | Thywoid -vewr QR 2983 |82 12 |9 44 (88299 48| 8508

T |Thyoid (armr-tain) QRT3 290 |92 07| E250(2T 56|99 24 | 5499

2 |Statlog- heart WEF| 1 |TETES A2 (044 |88 55|82

9 |Hepatchihay discrders TE5 | BTAR |TRLS | E0OT77T.IT|e0.ER) T

10 |Apperdicihs TEEE| T |ESRL R 54T 1077 207208
11 |Leiserving nea ardwlegy | 100 100 100 | 100 100 | 100 | 100
12 [Momon recnatal sudiclogy |8051 | 5844 (51 A8 (51 41 (£2.50(59.12| 50,00
13 |Lanmgeall 024 | 9362 |75 25 B4 (20.83|87.07)185.54
14 |RELE Q593 | 9878 |ERZE MR 44 (2231 |94 55| BE.08
15 |Woime 3 29| 9501 (#2348 |77 879042 (2078|8452
16 Vol @ O3] | 35385 |ER75|F2A3(21.74|235.11 )75
17 [Wearing Q95| 3875 |91 45 |0 28 (8. 18| 23.23)1 80007
Wins 117 | 1407 207 | 117 [ 207 | 2n7 | 117

Abbreviations Used: NB- Naive Bayes, NB (MDL) — Naive Bayes
with MDL discretization, DT — Decision Tree, k-NN- k -Nearest
Neighbor, LR- Logistic Regression, NN-Neural Network, SVM —
Support Vector Machine

Table 7: Classification accuracy before and after applying
CHI-WSS algorithm

Applying CHI-WSS aleorithm
S| Medkal Dataset | OV | uies removed [Classification
’ wing Chi-Square [Accuracy - Forward
ranking criterion  [Seq. Search
1 |Wisconsin Breast Cancer | 959943 (10) none Q7 4249 (&)
2 |Pima Diabetes TE 3021 (%) 2 TELTT(S)
3 |Bupa Liver Disomders 553623 (T) 5 631884 (2)
4 |Cleveland Heart Disease | 835284 (14) 3 34 4584 (4)
5 |Hepatitis 845161 (20) 7 883871 (6)
& |Thyroid —new 06 7442 () none 976744 (5)
T |Thyroid {ann-train) 055196 (22) 15 081707 (4)
8 |Statlog- heart B4E148 (14) 3 842148 (4)
9 |Hepatobiliary disorders | 479478 (10} 1 69403 (8)
10 [Appendicitis 849057 (%) 2 00566 (4
11 |Leisernring neo andiology 1007 2 100 (2
12 [Horton neo audiclogy 06 0854 (T) 3 06 G983 (4)
13 |Laryngeal 1 55869 (17) 1 873230 (13)
14 |RDS 294118 (18) é 96 4706 (7)
15 [Woice_3 697479 (11} 1 823529 (3)
16 |Voiee_9 TEIIEIC(1L) none 807196 (5)
17 [Weaning L RATINIIRY - P DU A v Y A .
Wins 17117

Note: Given in brackets is the total number of attributes selected

Figure 7 shows that feature dimensionality reduction was
achieved for all the 17 datasets using the CHI-WSS
algorithm. Figure 8 depicts the classification accuracy
performance before and after the application of the CHI-
WSS feature selection algorithm.

In Table 8a and Table 8b we compare the performance
accuracy of the NB classifier using CHI-WSS algorithm with

popular filter based algorithms. For our study we have
considered 3 popular filter based approaches namely Chi-
squared, Gain Ration and ReliefF. While Table 8a shows
results for the datasets without any discretization, Table 8b
gives the results for MDL discretized datasets carried out at
the pre-processing stage. From the wins at the bottom of
both tables, naive Bayesian classification using the CHI-
WSS algorithm gives best accuracy results.
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Figure 7. Feature dimensionality reduction before and after
using CHI-WSS algorithm
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Figure 8. Classification accuracy performance before and
after using CHI-WSS algorithm

Table 8a: Classification accuracy of NB with Filter
based Feature Selection Algorithms

" Feature Selection Apphied (Forwand Sequential Seare
Isql; Medical Dataset "““.B““’:n Tilter Apppll:la:]lg = cm-ws:)
Claseifica Ciifiquare | CamBato | ReleF Alprithm
1| Wiscomwin Bresst Cancer | 9S003(10) | .1373(7) | %1373(8) | %6199(4) | 974249(5
2 | Pima Dishetss WARL@ | TS0000@) | w4y | eamac | mam
3 | Bugs LiverDiscrden s | @serd | esmrd | s | elsme
4 | Cleveland HewtDisease | 338284 (14) | WBW(2) | BBWE | 1590762 | 94488 ()
5 | Hepatitis SIEl 0 | I8 | #asle | maMe | sEnE
6 | Thyvaid -new SIS | TETME) | e | sa2zE() | 9reM ()
7| Thyveid (anwetuais) 955196022) | APIL(E) | Sswnsqny | eRazacy | sRlI(H
8 | §hlog: heut BELMBM) | MEME(D | MEE(D | MOMI(D) | sS4
9 | Hepsbbiliurdborters | 479478100 | 400119¢4) | 401119¢4) | 486%0(7) | 9400 (9)
10 | Appendicitis SO0 | EITSR | IS | 1TwE( | 905668
Il | Leisemingreosudiokey | 10000¢7 | 10000(3) | l0000¢» | w000() | l00en
12 | Nemonmecratid mdiclogy | 9608S4(T) | 90842(2) | 9705620 | 930542(3) | seemsnch
15 | Layrgedl 1 50T | mesl | mane | samim | sname
14 | rDS BO4lIE(E) | WIS | LMW | W) | wa06(T
15 | Veiee 3 @upal | BN | el | e | nsee
16 | Veice 9 BIEIN | R4 | DBEESD | WEBSD) | BNES
17 | Wearine BTN | BN | LB | WIWHE) | 220
- NG 3m T in 16/17

Table 9a and Table 9b compare the performance accuracy



of the NB classifier using CHI-WSS algorithm with popular
wrapper based algorithms. In our experimental study we
have considered 3 popular wrapper based approaches namely
Correlation feature selection (CFS), WrapperSubset feature
selection and Consistency-based subset feature selection.
From the wins at the bottom of both tables, Naive Bayesian
classification with the CHI-WSS algorithm gave on the
average Dbest accuracy results comparable to the
computationally intensive Wrapper Subset approach. The
results also show that by using the CHI-WSS algorithm we
achieve on the average better dimensionality reduction
compared to the widely recognized Wrapper Subset feature
selection method.

Table 8b: Classification accuracy of NB with (MDL
discretized) Filter based Feature Selection Algorithms

oL ] naive Bayes MIDL disc -Feature Selection App lied (F55)
o | Medical Dataset Classiication Filier Approach CHI W55
(ML dist) |~ ChiSquare | CainRatio | Relef Algorithm
1 | Wisconsin Breast Cameer | 969957(10) | 97.424909) | 974240(%) | o74mo @) | 97429
2 | Pima Dishetes TAME(S) | TET(R) | BIME) | TEDALT(R | 19R1TT ()
3 | Bups Liver Discodess £I884(T) | 631884(7) | e31m4(7) | salm4(n | s3lm4
4 | Clevelond Heart Disease | 838284 (14) | W.2876(2) | 76297%6(2) | 730076 (2) | 2448404
S| Hepatitis §45161(20) | EIADES(R) | B45161(2) | T9SHME(D) | BE3ETL &)
& | Thyoid new W) | WOLE) | TEM4(S) | me2MIE | 27EM
7 | Thyroid (ann-train) EANT(22) | 9ROTIZ (4) | UEORIZ (4) | 9E0PI2 (4) | SEIMT)
g | Statlog- heat 83333014 | MEME(Z) | S40M1(7) | 751852(7) | 848148 (4)
9 | Hepatobiliary disorders FEAMND | SES0S(H | WA | 6519 E) | 6940 (E
10 | Apperdiciti BMAST(H) | EE792(9) | SRAMI(Y) | NG | 90565 (4)
11 | Leiserring neo audinlogy 100 (7) 100(2) 100 (2) 100 (2) 100 (2)
12 | Horbmneomatsl mndiclogy | 966383(T) | 99.0542(2) | 97042(2) | 970%42(3) | 9AE%E3 )
13 | Layngeal 1 BEEMIT) | BAESS(R) | BEARS(3) | BAEMS @) | #7389 (19
4 | RDS 952041018 | 95.295104) | 952051¢4) | 9S2951¢4) | SA4ME(T)
15 | Vaice_3 TEEWE(L | MWBA | 80220(3 | BLOWEE) | 82309
16 | Vaiz 8 Sa5Mall) | S25() | 878MS(3) | S6215(3 | 87196
17 | Weaning 9I0WE(1E | 450507 | B24503(4) | B2433 () | 927152
Wiz 3 4117 4 417 1517

Note: Given in brackets is the total number of attributes selected

Table 9a: Classification accuracy of NB with Wrapper based
Feature Selection Algorithms

. . Feafure Selction Applind (Forward Sequerdia Search]
" | Medival Dataset Taie Haye Wragper Approaches CHLWSS
Ne. Clasnfication o5 “sﬁ:s];tu Onm Algrithm
1 | Wiomin Bt Caer | 959W3(10) | BSOMI(0) | S6I0K () | BEM(E | T4H96)
2| P Didhes BAAQ | T4MG) | MEBE | BEBE | A
7| Bupa Liver Disorder SERM | BANY | elMBE | 62D | B8
§ | Clolod Howt Disewse | $3634(L4) | S44E(T) | BOGBMC) | EDLBAC14) | B44EB4 ()
5 | Hepatits WSS | e | SR | ESMEE | B
§ | Thywid-new MG | ) | S | MG | MEMCH
7| Thyseid (oo i) gssinr) | 9155 | e | WA | wIm
B | st et BEMEI | 85979(8) | BBLEE) | MEMB(H | BEMEM
0 | Hepabiliag disortes aumng | oesan | e | oW | 64
10| Appendici WIS | SIS | BETRG) | ITBE | W)
U | oo mticbgy | L0000(H | 10000() | W00(D | 000¢) | 1mg)
12 | Mol andicleey | SG0ESA(T) | OGEE3(H) | BSISSCH | %MD | wEEIW)
13 | Lugedl | 7559017 | mEm200) | BM@E) | BHRE | RIB0O)
14 | BDS AR08 | 2924 | LA | mMI2(0) | I4TED
15 | Voies 3 GHm | mImw | s | e | R
16 | Voies 3 WY | Bl | BB | ARG | W6
17 | Weating 871018 | momoas) | ooy | mosnas | ensm
Wi n 7] un Y BT

Note: Given in brackets is the total number of attributes selected

Figure 9 shows a comparison between the feature
dimensionality reduction achieved using the hybrid feature
selection algorithm (CHI-WSS) to the widely recognized
Wrapper Subset Feature Selection. The WIN-LOSS-TIE for
the CHI-WSS feature selection method with respect to the

10

widely recognized Wrapper Subset Feature selection is 8-4-5
clearly demonstrating that on the average the proposed
hybrid feature selection (CHI-WSS) method achieves better
dimensionality reduction compared to Wrapper Subset
feature selector.

Table 9b: Classification accuracy of NB with (MDL
discretized) Wrapper based Feature Selection Algorithms

iieage | St gl Gorvand sl S
Dst: Melical Dataset Clsifeaion W“Ww:“‘h“&m CHILWSS

(ML disr) [+ P P Algprithm
1 | Whscomin Bt Cacer | 960957(10) | 6595710 | S4296) | STBIE) | 949(E)
2| B Dishets TEEE | MEEE | BATE | Maem | B
3| Bupa Liver Disonters BT | el | Bl | el | s
4 | Clnlod HowtDisswse | 83824014) | 801507 | Bedsmted) | 2ty | eddesecs)
5 | Hepatits Bl | 8SR0ESH) | e | S8l | SHIE)
§ | Thyacidcnaw SOl | e | meeE | szl | seme
7| Toprcid (e BATE | WAL | W) | smmESD) | BITIG
§ | Sl et BIRIG | SOULn | MBS | BER0N | 48180
5 | Hepaihliar disostens GRATICI | 6R4100) | SB4TIICI0) | EADLANY | @403
10| Appendict MESTE | mENA(S) | GISE( | LTS | w0
11 | Leisseing o mdiclogy e me | we | e
1 | Vet adickgy | %8300 | 920520 | ssesenc) | seemaen | seesich
13 | Luped| sEI0D | eramece) | BSEIBO) | BEMAY | B0
14 | ROS SN | L | 1T | BANER | BT
15 | Veiee 3 TR | WEASE) | maEE) | BLLE | 82380
15 | Veiee SR | S65LBCN | BAIE) | B | SN
17| Wearing L0 | w00 | maem | Base | ensee

Wis an ETy B | &0 nin

Note: Given in brackets is the total number of attributes selected
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Figure 9. Number of features of Original set, Wrapper using
Naive Bayes and CHI-WSS using Naive Bayes
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Table 10 provides the results of the classifier accuracy
using our proposed CHI-WSS algorithm as well as those
achieved by WrapperSubset based feature selection using
discriminative models- Logistic Regression and  Support
Vector Machine. From the wins given at the bottom of the
table we see that feature selection with our proposed
algorithm on the average gives better performance than the
other non-generative methods.

In order to compare the efficiency of our proposed new
feature selection algorithm based on generative Naive Bayes



model, we have used two established measures namely;
classification accuracy (or error rate) and the area under
ROC to compare the classifier performance with two other
popular discriminative models such as SVM and Logistic
Regression that are used in Medical data mining.

Table 10: Comparative analysis of Feature selection based
on Classification Accuracy

Chassific ation Aceuracy using
NB with
SL. . s Forward Sey. | Forwand Seq.
No,| Medial Dataset | orighal | ooy Seamnonin | Soreehuih
ta with VB WrapperSuhset WrapperSub set
using LR * using SVM*
| [Wisconsin Breast Cancer 5559943 (10)] 974249 (6) | 96.83% (5) 069957 (3)
2 |Pira Dighetes TE3021 (M) TOE1TT(5) | TRELTI(S) T83854(6)
3 [Pupa LiverDisorders  |553623(T)| 63.1884(2) | 63.1884(2) 631884 (2
4 Cleveland Heart Disease B3 5284 (14)) 84.4884(4) | 84.8185(8) 24E8185(8)
5 [Hepatitis B4.5161 (20) 283871(6) | 83.8065 (4) 245161 (4
i [Thyroid —newr 96744206 9T6744(5) | FLATH () 972093 (4
7 [Thyroid (ann-train) P5.5196 (22) 981707 (4) | 981972 (4) 022503 (4
2 Btatlng- heart P42148 (14) 248142 (4) | 85.1832 (%) 244444 (4
9 Hepatobiliary disorders 470478 (10} 62.403 (2) 70,8055 (8) 9. 5806 (6)
10 {Bppendicitis 240057 (% | 90566 (4 826792 () BEAT2(3)
11 [eisenring neo andiology| 100 (T) 100(2) 100 (2 10042
12 Mortonneo audiology  (P6.0854(T)| 966083 (4) | 97.0542 (4) 970542 ()
13 Laryngeal 1 (155860 (17 273290 (13) | 26.385(%) 24.507 ()
14 BD3 BOALIE (18) D6.4706(7) | 92.9412 (8) 02.0412(12)
15 [Woice 3 B0.7479 (1)) 823520(3) | E3.6134(4) 210328 ()
16 [Woice 9 787383 (11)] 207196 (5) | 913888 (7) 01 8224(5)
17 [Weaning B0.7351 (18)) 92.7152(7) | 82.4503 (3) 007285 (11)
Wing /17 /17 9 6/17

*all irrelevant and least relevant features were initially removed
using our Chi-square feature ranking criterion

Further, in Table 11 using true positive rates given in
terms of the area under ROC (AUROC), the proposed hybrid
feature selector (CHI-WSS) with Naive Bayes gets more
wins than the other methods as shown at the bottom of the
table. For the proposed hybrid feature selection algorithm
(CHI-WSS), the computational overhead with Naive Bayes
is much lower compared to using discriminative = models
such as Support Vector Machine (SVM) and Logistic
Regression (LR).

Table 11: Comparative analysis of Feature selection based
on AUROC (in percentage)

Classification AUROC (in %) wing
5L, . Forward Seiq. | Forwarnd Sey.
Mo. L2 DT C}E-;.IVSS Sm:chw?&? Sm.n:hwsifll}
mBa}r::re WrapperSubset | Wrapp er Subset
wing LR * wing SVM +
1 |Wisconsin Breast Cancer 0021 0936 0502
2 |Pima Thahetes 2434 2417 =
3 [Pupa Liver Disorders 5505 5505 Al 99
4 Cleveland Heart Diseass 2548 243 444
5 Hepatitis 2261 a7 69 44
& |Thyroid -new 0932 o992 06 69
T |Thyroid (arm-traing 0905 0905 0993
8- Diatlog- heatt - - ETRR S B0k ~ BRI e
9 Hepﬁtobﬂlalydmurders 26 AT 2757 2159
10 Jppendicitis 1818 6212 TE A0
11 |Leiserring neo andiology 100 100 100
12 [Morton neo audinlogy X119 50.00 50.00
13 [Larymgeal 1 o379 o005 2372
14 [|FD5 g7 o728 o292
15 [Voice 3 o097 2200 Q170
16 [Voice 9 o5 44 of 14 on1s
17 |Weaning 05 85 2716 o073
Wins 11/17 5017 4117

*all irrelevant and least relevant features were initially removed
using our Chi-square feature ranking criterion
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XIV. Conclusions

In this work an attempt was made to show how the Naive
Bayesian classification accuracy and dimensionality
reduction could be achieved with discretization methods and
with the proposed hybrid feature selector (CHI-WSS)
algorithm for Medical datamining.

Our experimental results indicate that with Medical
datasets, on an average, Naive Bayes with Fayyad and
Irani’s Minimum Description Length (MDL) discretization
seems to be the best performer compared to the 4 popular
variants of Naive Bayes and the 5 popular non-Naive
Bayesian statistical classifiers. Since most of the state of the
art classifiers are performing well on these datasets, it is
clear that the data transformation is more important than the
classifier itself.

The experimental results with the proposed hybrid feature
selector (CHI-WSS) indicate that, utilizing Naive Minimum
Description Length (MDL) discretization, filtering out
irrelevant and least relevant features using Chi-square
feature selection ranking and finally using a greedy
algorithm like Wrapper subset selector to identify the best
feature set, we could achieve effective feature dimensionality
reduction and increased learning accuracy compared to using
individual techniques — popular filter as well as wrapper
based methods.

Comparing to the use of discriminative models such as
Logistic Regression and Support Vector Machines
employing wrapper based approach for feature selection, our
proposed algorithm on the average gives better performance
with much reduced computational overhead. The new hybrid
feature selection algorithm helps in reducing the space
complexity through its process steps enabling greedy
algorithms in the final step to deal with relatively smaller
subset of features than the original. We validate our method
for the development of parsimonious models from the
generalized approach. We also propose that the Naive
Bayesian classifier with the proposed hybrid feature selector
(CHI-WSS) could be set as a benchmark for statistical
classifiers.
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