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Abstract 
 

Much research work in datamining has gone into 
improving the predictive accuracy of statistical classifiers 
by applying the techniques of discretization and feature 
selection. As a probability-based statistical classification 
method, the Naïve Bayesian classifier has gained wide 
popularity despite its assumption that attributes are 
conditionally mutually independent given the class label. 
In this paper we propose a new feature selection 
algorithm to improve the classification accuracy of Naïve 
Bayes with respect to medical datasets. Our experimental 
results with 17 medical datasets suggest that on an 
average the new CHI-WSS algorithm gave best results.  
The proposed algorithm utilizes discretization and 
simplifies the’ wrapper’ approach based feature selection 
by reducing the feature dimensionality through the 
elimination of irrelevant and least relevant features using 
chi-square statistics. For our experiments we utilize two 
established measures to compare the performance of 
statistical classifiers namely; classification accuracy (or 
error rate) and the area under ROC to demonstrate that 
the proposed algorithm using generative Naïve Bayesian 
classifier on the average is more efficient than using 
discriminative models namely Logistic Regression and 
Support Vector Machine. 
 
 
1. Introduction 
 

Medical applications of data mining include prediction 
of the effectiveness of surgical procedures, medical tests 
and medications, and discovery of relationships among 
clinical and pathological data. In the last few years, the 
digital revolution has provided relatively inexpensive and 
available means to collect and store large    amounts   of    
patient data in databases containing rich medical 
information and made available through the Internet for 
Health services globally. Data mining techniques applied 
on these databases discover relationships and patterns that 
are helpful in studying the progression and the 

management of diseases [21].  
Several computer programs developed to carry out 

optimal management of data for extraction of knowledge 
or patterns contained in the data include Expert systems, 
Artificial Intelligence and Decision support systems. One 
such program approach has been data classification with 
the goal of providing information such as if the patient is 
suffering from the illness or not from a case or collection 
of symptoms. Particularly, in the medical domain high 
classification accuracy is desirable.  

Based on the theory of Bayesian networks, Naïve 
Bayes is a simple yet consistently performing 
probabilistic model. Data classification with naïve Bayes 
is the task of predicting the class of an instance from a set 
of attributes describing that instance and assumes that all 
the attributes are conditionally independent given the 
class. It has been shown that naïve Bayesian classifier is 
extremely effective in practice and difficult to improve 
upon [5]. 

Many factors affect the success of machine learning on 
medical datasets. The quality of the data is one such 
factor. If information is irrelevant or redundant or the data 
is noisy and unreliable then knowledge discovery during 
training is more difficult. Feature selection is the process 
of identifying and removing as much of the irrelevant and 
redundant information as possible [15,17]. Regardless of 
whether a learner attempts to select features itself or 
ignores the issue, feature selection prior to learning can be 
beneficial. Reducing the dimensionality of the data 
reduces the size of the hypothesis space and allows 
algorithms to operate faster and more effectively. The 
performance of the naïve Bayes classifier is a good 
candidate for analyzing feature selection algorithms since 
it does not perform implicit feature selection like decision 
trees. 

In this paper, we show that it is possible to reliably 
improve the naïve Bayesian classifier by applying a new 
feature selection algorithm that is both simple and 
effective.  
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2. Naïve Bayes and NB Classifier 
 

Naïve Bayes, a special form of Bayesian network has 
been widely used for data classification in that its 
predictive performance is competitive with state-of-the-
art classifiers such as C4.5 [7].  As a classifier it learns 
from training data from the conditional probability of 
each attribute given the class label. Using Bayes rule to 
compute the probability of the classes given the particular 
instance of the attributes, prediction of the class is done 
by identifying the class with the highest posterior 
probability. Computation is made possible by making the 
assumption that all attributes are conditionally 
independent given the value of the class. Naïve Bayes as a 
standard classification method in machine learning stems 
partly because it is easy to program, its intuitive, it is fast 
to train and can easily deal with missing attributes. 
Research shows naïve Bayes still performs well in spite of 
strong dependencies among attributes [5]. 

Naïve Bayes is best understood from the perspective of 
Bayesian networks. Bayesian networks (BN) graphically 
represent the joint probability distribution of a set of 
random variables.  A BN is an annotated directed acyclic 
graph that encodes a joint probability distribution over a 
set of attributes X. Formally a BN for  X   is   a  pair   B= 
<G,θ>,    where   G    represents    the   directed acyclic 
graph whose  nodes represent    the attributes X1, X2,..Xn 
and whose  edges represent  direct  dependencies between 
the  attributes.   The  BN  can  be   used   to   compute  the 
conditional probability of a node given values assigned to 
the other nodes. The BN can be used as a classifier where 
the learner attempts to construct a classifier from a given 
set of training examples with class labels. Here nodes 
represent dataset attributes.  

Assuming that X1, X2,..Xn are the n attributes 
corresponding to the nodes of the BN and say an example 
E is represented by a vector x1, x2,..xn where x1 is the 
value of the attribute X1. Let C represent the class 
variable and c its value corresponding to the class node in 
the Bayesian network, then the class c of the example E 
(c(E)) can be represented as a classifier by the BN [9] as 
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Fig. 1: Structure of naïve Bayes 
 
Although Bayesian networks can represent arbitrary 

dependencies it is intractable to learn it from data. Hence 

learning restricted structures such as naïve Bayes is more 
practical. The naïve Bayesian classifier represented as a 
BN has the simplest structure. Here the assumption made 
is that all attributes are independent given the class and 
equation 1 takes the form 
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The structure of naïve Bayes is graphically shown in 
Fig.1. Accordingly each attribute has a class node as its 
parent only. The most likely class of a test example can be 
easily estimated and surprisingly effective [5]. Comparing 
naïve Bayes to Bayesian networks, a much more powerful 
and flexible representation of probabilistic dependence 
generally did not lead to improvements in accuracy and in 
some cases reduced accuracy for some domains [19]. 

 
3. Implementing the NB Classifier 
 

Considering that an attribute X has a large number of 
values, the probability of the value P(X=xi |C=c)   from 
equation 2 can be infinitely small. Hence the   probability 
density estimation is used assuming that X within the 
class c are drawn from a normal (Gaussian) distribution  
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where σc  is the standard deviation and  µc  is the mean of 
the attribute values from the training set [6]. The major 
problem with this approach is that if the attribute data 
does not follow a normal distribution, as often is the case 
with real-world data, the estimation could be unreliable. 
Other methods suggested include the kernel density 
estimation approach [12]. But since this approach causes 
very high computational memory and time it does not suit 
the simplicity of naïve Bayes classification. 

When there are no values for a class label as well as an 
attribute value, then the conditional probability P(x|c) will 
be also zero if frequency counts are considered. To 
circumvent this problem, a typical approach is to use the 
Laplace-m estimate [2]. Accordingly   
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where nc = number of instances satisfying C=c, N = 
number of training instances, n= number of classes and 
k=1.  
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where nci  = number of instances satisfying both X=xi and 
C=c, m=2 (a constant) and P(X=xi) estimated similarly as 
P(C=c) given above.   

We also need to consider datasets that have a few 
unknowns among the attribute values. Although 

C

X1 X2 X3 X4 

45454545



unknowns can be given a separate value [4], we have 
chosen to ignore them in our experiments. 

 
4. MDL discretized Naïve Bayes 
 

Discretization is the process of transforming data 
containing a quantitative attribute so that the attribute in 
question is replaced by a qualitative attribute [25]. Data 
attributes are either numeric or categorical. While 
categorical attributes are discrete, numerical attributes are 
either discrete or continuous. Research study shows that 
naïve Bayes classification works best for discretized 
attributes and discretization effectively approximates a 
continuous variable [3]. 

The Minimum Description Length (MDL) 
discretization is Entropy based heuristic given by Fayyad 
and Irani [8].  The technique evaluates a candidate cut 
point between each    successive pair    of sorted    values.  
For    each candidate cut point, the data are discretized 
into two intervals and the class information entropy is 
calculated. The candidate   cut point,   which   provides 
the minimum entropy is chosen as the cut point. The 
technique is applied   recursively   to the   two sub-
intervals   until   the criteria of the Minimum candidate 
cut point, the data are discretized into two intervals and 
the class information entropy is Description Length.  

For a set of instances S, a feature A and a partition 
boundary T, the class information entropy of the partition 
induced by T is given by 
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For the given feature the boundary Tmin that 
minimizes the class information entropy over the possible 
partitions is selected as the binary discretization 
boundary. The method is then applied recursively to both 
partitions induced by Tmin until the stopping criteria 
known as the Minimum Description Length (MDL) is 
met.  The MDL principle ascertains that for accepting a 
partition T, the cost of encoding the partition and classes 
of the instances in the intervals induced by T should be 
less than the cost of encoding the instances before the 
splitting. The partition is accepted only when 
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N = number of instances, c,c1,c2 are number of distinct 
classes present in S, S1 and S2 respectively. 

   MDL discretized datasets show good classification 
accuracy performance with naïve Bayes [23]. 

 
5. Feature Selection for NB Classifier 
 

Feature selection is often an essential data pre-
processing step prior to applying a classification 
algorithm such as naïve Bayes. The term feature selection 
is taken to refer to algorithms that output a subset of the 
input feature set. One factor that plagues classification 
algorithms is the quality of the data.  If information is 
irrelevant or redundant or the data is noisy and unreliable 
then knowledge discovery during training is more 
difficult [15,17]. Regardless of whether a learner attempts 
to select features itself or ignores the issue, feature 
selection prior to learning can be beneficial. Reducing the 
dimensionality of the data reduces the size of the 
hypothesis space and allows algorithms to operate faster 
and more effectively. In some cases accuracy on 
classification can be improved [15].  As a learning 
scheme naïve Bayes is simple, very robust with noisy data 
and easily implementable. We have chosen to analyze 
feature selection algorithms with respect to naïve Bayes 
method since it does not perform implicit feature selection 
like decision trees. 

Algorithms that perform feature selection as a 
preprocessing step prior to learning can generally be 
placed into one of two broad categories [11]. One 
approach referred to as the ‘wrapper’ employs as a 
subroutine a statistical resampling technique such as cross 
validation using the actual target learning algorithm to 
estimate the accuracy of feature subsets. This approach 
has proved useful but is slow because the learning 
algorithm is called repeatedly. The other approach called 
the ‘filter’ operates independently of any learning 
algorithm. Undesirable features are filtered out of the data 
before induction commences. Although filters are suitable 
to large datasets they have not proved as effective as 
wrappers. While the filter approach is generally 
computationally more efficient than the wrapper 
approach, its major drawback is that an optimal selection 
of features may not be independent of the inductive and 
representational biases of the learning algorithm to be 
used to construct the classifier. The wrapper approach, on 
the other hand involves the computational overhead of 
evaluating candidate feature subsets by executing a 
selected learning algorithm on the dataset represented 
using each feature subset under consideration[22].  Hence 
we propose a new algorithm (CHI-WSS) that combines 
the advantages of the filter approach with the wrapper 
approach.  

The CHI-WSS algorithm 
1. Apply MDL (Fayyad and Irani) discretization to 
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all non-categorical features. 
2. Identify and remove all irrelevant and least 

relevant features using Chi-square feature 
ranking. Irrelevant features pertain to those 
features whose chi-square average merit is zero- 
(features where MDL discretization levels 
equaled one). The least relevant features pertain 
to those features that satisfy the condition                    

δ〈
×Σ

×
×

Nmeritavg
Nmeritavg i

_
)(_

100
2log                                        

 where we set δ= 0.1 to satisfy our criterion. 
avg_meriti is the average merit for the feature in  
consideration and N is the total number of 
attributes.  

3. From the remaining features of the dataset, 
identify the feature subsets using wrapper subset 
approach with naïve Bayes and feature subset 
search using BestFirst. 

4. Apply Forward Sequential Search (FSS) using 
naïve Bayes to find the set of features that 
maximizes the classification accuracy. 

 
6. Experimental Evaluation 
 

We have used 17 natural Medical datasets obtained 
from public repositories for our experiments whose 
technical specifications are as shown in Table 1.  All the   
chosen   datasets had   at least one or more attributes that 

 
Table 1: Specifications for the Medical datasets 

 
were continuous. For our experiments we have substituted 
all noisy data with unknowns. For datasets with redundant 
attributes and non-computational attributes (such as 
patient identification number), we have ignored them 
from our experiments. All missing attribute values were 
ignored. 

We have used 10-fold cross validation test method to 
all the Medical datasets [13]. The dataset was divided into 
10 parts of which 9 parts were used as training sets and 
the remaining one part as the testing set. The 
classification accuracy was taken as the average of the 10 
predictive accuracy values.  

Table 2 gives the results of feature selection using the 
proposed CHI-WSS algorithm. The wins given at the 
bottom of the table indicate that using the new algorithm, 
all the datasets saw improvement in dimensionality 
reduction and better classification accuracy.  

 
Table 2: Classification accuracy before and after applying 

CHI-WSS algorithm 

 
Note: Given in brackets is the total number of attributes selected 

 

 
Fig. 2: Feature dimensionality reduction before and after 

using CHI-WSS algorithm 
Fig.2 shows that feature dimensionality reduction was 

achieved for all the datasets using the CHI-WSS 
algorithm. Fig.3 shows the classification accuracy 
performance before and after   the   application of   the 
CHI-WSS algorithm.  

In order to compare the efficiency of our proposed new 
feature selection algorithm based on generative naïve 
Bayes model, we have used two established measures 
namely; classification accuracy (or error rate) and the area 
under ROC to compare the classifier performance with 
two other popular discriminative models such as Support 
Vector Machine (SVM) and Logistic regression (LR) that 
are used in Medical data mining.  
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Fig. 3: Classification accuracy performance before and after 

using CHI-WSS algorithm 
Table 3 provides the results of the classifier accuracy 

achieved by feature selection using our proposed CHI-
WSS algorithm as well as those achieved by 
WrapperSubset based feature selection using 
discriminative models- LR and SVM. From the wins 
given at the bottom of the table we see that feature 
selection with our proposed algorithm on the average 
gives better performance than the discriminative methods.  

 
Table 3: Comparative analysis of Feature selection based on 

Classification Accuracy 

 
*all irrelevant and least relevant features were initially removed using 
our Chi-square feature ranking criterion 

    Further, in Table 4 using true positive rates given in 
terms of the area under ROC (AUROC), the proposed 
CHI-WSS feature selection with naïve Bayes gets more 
wins than the other methods as shown at the bottom of the 
table. 

For the proposed feature selection algorithm (CHI-
WSS), the computational overhead with naïve Bayes is   
much   lower   compared to using discriminative   models   
such as SVM and LR.  

 
Table 4: Comparative analysis of Feature selection based on 

AUROC (in percentage) 

 
*all irrelevant and least relevant features were initially removed using 
our Chi-square feature ranking criterion 

 
7. Conclusion 
 

In this research work an attempt was made to evaluate 
feature selection with naïve Bayes classifier that could be 
used for medical data mining. Our experimental results 
indicate that, on an average, with the proposed CHI-WSS 
algorithm utilizing naïve Minimum Description Length 
(MDL) discretization, Chi-square feature selection 
ranking and wrapper approach, provides on the average 
better accuracy performance and feature dimensionality 
reduction. When compared to the use of discriminative 
models such as Logistic Regression and Support Vector 
Machines employing wrapper based approach for feature 
selection, our proposed algorithm on the average gives 
better performance with much reduced computational 
overhead. The new feature selection algorithm is simple 
as well as effective and augments the argument that 
simple methods are better in medical data mining. 
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