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Preface

A warm welcome to the International Joint Conference on Advances in ITC2102
and PEIE2012 on Aug 03–04, 2012, Bangalore, India. The conference intends to
provide a forum for worldwide researchers and practitioners to discuss theory,
practices, and applications in the fields of Computational Engineering, Computer,
Power Electronics, Instrumentation, Control System, and Telecommunication
Technology. Our primary objectives are to pursue an in-depth understanding of the
fundamental challenges and to formulate a broad vision for the future research
direction to support new technologies in practice. To address these objectives, we
invited full papers as well as short papers and poster presentations.

The conference received 413 submissions overall. Only 79 papers have
accepted and registered to appear in the final proceedings. The Program Com-
mittee consists of 34 members from 15 different countries. Every submitted paper
received a careful review from the committee and the final accept/reject decisions
were made by the co-chairs on the bases of recommendations from the committee
members.

As in previous years the conference program includes paper presentations
selected, to trigger discussions and exchange ideas. It also provides the possibility
for discussions of the papers presented as posters. In addition, the conference
organizes two keynote speeches to give the audience a comprehensive overview on
emerging technologies.

The conference demonstrates a variety of research that is underway and iden-
tifies many interesting challenges and opportunities for further work.

I would like to thank ACEEE, the organizing and program committees of the
conference, and all the authors and participants, for their invaluable help in making
this conference a successful event.

Dr. Janahanlal Stephen
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Chapter 1
High Through-Put VLSI Architecture
for FFT Computation

S. SreenathKashyap

Abstract Parallel-prefix adders (also known as carry tree adders) are known to
have the best Performance in VLSI designs. The Design of the three types of carry-
tree adders namely Kogge-Stone, sparse Kogge-Stone, and spanning carry look
ahead adder is done and compares them to the simple Ripple Carry Adder (RCA).
These designs of varied bit-widths were implemented on a Xilinx Spartan 3E
FPGA and power measurements were made with LIBRO. Due to the presence of a
fast carry-chain, the RCA designs exhibit better delay performance up to 128 bits.
The carry-tree adders are expected to have a speed advantage over the RCA as bit
widths approach 256. An Efficient FFT is designed by implementing the adder
which consumes low power is replaced in the adder module of FFT.

Keywords FFT � Kogge stone adder � Sparse kogge stone adder � Spanning
kogge stone adder � Ripple carry adder � Carry look ahead adder

1.1 Introduction

The saying goes that if you can count, you can control. Addition is a fundamental
operation for any digital system, digital signal processing or control system. A fast
and accurate operation of a digital system is greatly influenced by the performance
of the resident adders. Adders are also very important component in digital sys-
tems because of their extensive use in other basic digital operations such as
subtraction, multiplication and division. Hence, improving performance of the

S. SreenathKashyap (&)
M.Tech VLSI Design, SRM University, Chennai, India
e-mail: Kashyap.foru3@gmail.com

V. V. Das (ed.), Proceedings of the Third International Conference on Trends in Information,
Telecommunication and Computing, Lecture Notes in Electrical Engineering 150,
DOI: 10.1007/978-1-4614-3363-7_1, � Springer Science+Business Media New York 2013

3



digital adder would greatly advance the execution of binary operations inside a
circuit compromised of such blocks. The performance of a digital circuit block is
gauged by analyzing its power dissipation, layout area and its operating speed.

1.1.1 Types of Adders

The implementation technique of several types of adders and study their charac-
teristics and performance. There are so many types of adders some of them are

• Ripple carry adder
• Carry look-ahead adder
• Carry tree adders

1.2 Basic Adder Unit

The most basic arithmetic operation is the addition of two binary digits, i.e. bits.
A combinational circuit that adds two bits, according the scheme outlined below,
is called a half adder. A full adder is one that adds three bits, the third produced
from a previous addition operation.

1.2.1 Half Adder

A half adder is used to add two binary digits together, A and B. It produces S, the
sum of A and B, and the corresponding carry out Co. Although by itself, a half
adder is not extremely useful, it can be used as a building block for larger adding
circuits (FA). One possible implementation is using two AND gates, two inverters,
and an OR gate instead of a XOR gate as shown below (Fig. 1.1, Table1.1).

Fig. 1.1 Half adder and Logic Block
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1.2.2 Full Adder

A full adder is a combinational circuit that performs the arithmetic sum of three
bits: A, B and a carry in, C, from a previous addition. Also, as in the case of the
half adder, the full adder produces the corresponding sum, S, and a carry out Co.
As mentioned previously a full adder maybe designed by two half adders in series
as shown. The sum of A and B are fed to a second half adder, which then adds it to
the carry in C (from a previous addition operation) to generate the final sum S. The
carry out, Co, is the result of an OR operation taken from the carry outs of both
half adders (Fig. 1.2, Table1.2).

1.2.3 Ripple Carry Adder

The ripple carry adder is constructed by cascading full adders (FA) blocks in
series. One full adder is responsible for the addition of two binary digits at any
stage of the ripple carry. The carryout of one stage is fed directly to the carry-in of
the next stage. A number of full adders may be added to the ripple carry adder or
ripple carry adders of different sizes may be cascaded in order to accommodate
binary vector strings of larger sizes. For an n-bit parallel adder, it requires n
computational elements (FA). It is composed of four full adders. The augends’ bits
of x are added to the addend bits of y respectfully of their binary position. Each bit
6 addition creates a sum and a carry out. The carry out is then transmitted to the

Table 1.1 Half adder truth table

A B S C0

0 0 0 0
0 1 1 0
1 0 1 0
1 1 0 1

Fig. 1.2 Full adder and Logic Block
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carry in of the next higher-order bit. The final result creates a sum of four bits plus
a carry out (c4) (Fig. 1.3).

1.3 Back Ground

Parallel-prefix adders, also known as carry-tree adders, pre-compute the propagate
and generate signals. The arrangement of the prefix network gives rise to various
families of adders. The different types of carry tree adders are

• Kogge stone adder
• Sparse Kogge stone adder
• Spanning carry look ahead adders

Table 1.2 Full adder truth table

A B C S C0

0 0 0 0 0
0 0 1 1 0
0 1 0 1 0
0 1 1 0 1
1 0 0 1 0
1 0 1 0 1
1 1 0 0 1
1 1 1 1 1

Fig. 1.3 Ripple carry adder
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1.3.1 Kogge Stone Adder

The Kogge-Stone adder is a parallel prefix form carry look-ahead adder.It is
widely considered the fastest adder design possible. It is the common design for
high-performance adders in industry.It has high speed performance with reduced
delay and occupies less area. Each vertical stage produces a ‘‘propagate’’ and a
‘‘generate’’ bit, as shown. The culminating generate bits (the carries) are produced
in the last stage (vertically), and these bits are XOR’d with the initial propagate
after the input (the red boxes) to produce the sum bits. E.g., the first (least-
significant) sum bit is calculated by XOR ing the propagate in the farthest-right red
box (a ‘‘1’’) with the carry-in (a ‘‘0’’), producing a ‘‘1’’ (Fig. 1.4).

1.3.2 Sparse Kogge Stone Adder

Enhancements to the original implementation include increasing the radix and
sparsity of the adder. The radix of the adder refers to how many results from the
previous level of computation are used to generate the next one. The original
implementation uses radix-2, although it’s possible to create radix-4 and higher.
Doing so increases the power and delay of each stage, but reduces the number of
required stages. The sparsity of the adder refers to how many carry bits are
generated by the carry-tree. Generating every carry bit is called sparsity-1, whereas
generating every other is sparsity-2 and every fourth is sparsity-4 (Fig. 1.5).

Sparse kogge-stone adder is nothing but the enhancement of the koggestone
adder. The block in this sparse kogge stone adder are similar to the kogge stone
adder. In this sparse kogge stone a reduction of number of stages is being done by
reducing the genration and propagate units. The ouputs of the previous GP units
are being considered such that the combination of consecutive Gp units produces
carry once and that one is being given as inout to the next stage.

1:02:13:24:35:46:57:68:79:810:911:1012:1113:1214:1315:14

3:04:15:26:37:48:59:610:711:812:913:1014:1115:12

4:05:06:07:08:19:210:311:412:513:614:715:8

2:0

0123456789101112131415

15:014:013:0 12:011:010:0 9:0 8:0 7:0 6:0 5:0 4:0 3:0 2:0 1:0 0:0

Fig. 1.4 Kogge-stone adder
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1.3.3 Spanning CLA

The spanning CLA is nothing but the enhancement of kogge stone adder and
sparse kogge stoone adder. In this spanning carry look ahead adder a reduction of
number of stages is being done by reducing the GP units.The combination of
consecutive outputsof GP units produces carry once and that one is being given as
inout to the next stage. The generation and propagation of carry is being done. The
output of previous block will act as inout to the next block and these operations are
performed stage by stage this is how reduction of stages is being done and then the
final sum is being produced by the operations performed by the combination of GP
outs given as inouts to the full adders. The delay, power and area is low and speed
is high (Fig. 1.6).

Fig. 1.5 Sparse Kogge-Stone adder

Fig. 1.6 Spanning CLA
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1.4 FFT Design

DISCRETE Fourier transform (DFT) is one of the fundamental operations in the
field of digital signal processing. This section discusses the approach and method
that is chosen to design of FFT. The computational time between DFT and FFT is
faster using FFT method because the number of multiplications and additions
operation in FFT is less compared to DFT method.

1.4.1 Algorithm of an 8-Point Fast Fourier Transform

The adders namely kogge stone adder is used in the Fast Fourier Transform.The
implementation of an 8 point FFT processor involved few modules. All this
modules are combined together to produce an 8 point FFT processor.

In the FFT algorithm (generally), the even and odd outputs are computed
separately in two main groups. The odd output blocks computation is more
complex compared to the even group computation. The odd output computations
are represented by Path 1, Path 3, Path 5 and Path 7. The even output computations
are Path 0, Path 2, Path 4 and Path 6 (Fig. 1.7).

Fig. 1.7 Block diagram of an 8 point FFT processor
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1.4.2 Pass Module of 8 Point FFT Processor

This module passes the inputs to the sub-modules that do the FFT computations.
The Pass module consists of 8 D flip flop registers. The outputs of this block are 8
lines of 8 bit output which are connected to Path 0, Path 1, Path 2, Path 3, Path 4,
Path 5, Path 6 and Path 7.

1.4.3 Path 0 and Path 4 Module of 8 Point FFT Processor

The function of Path 0 and Path 4 is to compute and display the result of these
computations. The outputs are Xout(0) and Xout(4) respectively.The arithmetic
operation for Xout(0) is summation. The Xout(4) arithmetic involves summation,
subtraction and division.

X(0) = x(0) ? x(4) ? x(2) ? x(6) ? x(1) ? x(5) ? x(3) ? x(7)
X(4) = x(0) ? x(4) ? x(2) ? x(6) - x(1) - x(5) - x(3) - x(7)

1.4.4 Path 2 and Path 6 Module of 8 Point FFT Processor

The function of Path 2 and Path 6 is to compute and display the result of these
computations. The outputs are Xout(2) and Xout(6) respectively. The arithmetic
operation for Xout(2) and Xout(6) involves real and imaginary operation.The
arithmetic operation involves summation, subtraction and division. The twiddle
factor for this output is either j or –j which contributes to the imaginary component
for this path.

X(2) = x(0) ? x(4) - x(2) - x(6) ? jx(1) ? jx(5) - jx(3) - jx(7)
X(6) = x(0) ? x(4) - x(2) - x(6) - jx(1) - jx(5) ? jx(3) ? jx(7)

Fig. 1.8 Kogge stone Adder
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Fig. 1.9 Sparse Kogge Stone Adder

Fig. 1.10 Spanning CLA

Fig. 1.11 FFT Output

1 High Through-Put VLSI Architecture for FFT Computation 11



1.5 Results and Discussion

The codes for the Adders are written in VHDL. They are designed for different bit
widths and simulated using Modelsim. The simulation result of adders for different
bits are shown below.The output of the FFT is also shown (Figs. 1.8,1.9,1.10,1.11).

1.5.1 Delay

The synthesis of the above adders is done in Xilinx. The delay variations are being
observed in the adders and then the delay variations are being compared in
between the above designed adders for different bit widths and then tabulated
(Table 1.3).

1.5.2 Power

The synthesis of the above adders is done. The delay variations are being observed
in the adders and then the power variations are being compared in between the
above designed adders for different bit widths and then tabulated. The static and
dynamic powers are shown for different adders. The Power calculations are done
using LIBRO tool (Table 1.4).

Table 1.3 Delay comparisons in between adders

Adder Bit widths Delay (ns)

Kogge stone 16 15.072
Sparse Kogge stone 16 16.396
Span CLA 16 18.247
Koggae stone 128 30.165
Sparse kogge stone 128 54.987
Span CLA 128 84.378
Kogge stone 256 29.742
Sparasekogge stone 256 56.675
Span CLA 256 84.378

Table 1.4 Power Comparison in between adders

Adder Static power (mW) Dynamic power (mW)

Kogge stone adder 3 2.28
Sparse kogge stone adder 4.15 3.56
Spanning CLA 7.35 6.23
RCA 12 6.196
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1.6 Conclusion and Future Work

The Adders namely ripple carry adder, carry look ahead adder, Kogge stone adder,
sparse Kogge stone adder, spanning carry look ahead adder are discussed in detail.
VHDL code was written for all the modules within the Adder. The adders are
designed for the different bit widths namely 16, 128,256 bit widths. Simulation is
done in XILINX and the delay is measured. Power is calculated using LIBRO.

This project has resulted in the development of Adders Design with reduced
delay and power advantage. The FFT module algorithm can be implemented in the
design OFDM transmitter and receivers for the generation of OFDM signal by
transforming a spectrum (amplitude and phase of each component) into a time
domain signal.
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Chapter 2
Formal Approach to Reliability
Improvement With Model Checker

Kazuhiro Yamada and Shin-ya Nishizaki

Abstract Since the 1960s, Fault Tree Analysis has been extensively used in
Safety Engineering and Reliability Engineering, and other methodologies have
been proposed. We study reliability analysis with formal methods. Fault tree
analysis is one of the most popular methods of reliability analysis. With this, one
analyzes the causes of a fault in a top-down manner. Model checking is an
automatic verification method and has recently become popular. In this paper, we
incorporate model checking into the fault tree analysis and show a case study of a
pressure tank control system. Moreover, we propose a formal approach for
introducing a fault detection mechanism. We show an example of a fault detection
mechanism in the pressure tank control system, in which it is implemented using a
set of lights to check electric current. We successfully show that model checking
can evaluate the effectiveness of the fault detection mechanism.

Keywords Model checking � Reliability engineering � Fault tree analysis
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2.1 Introduction

We start this paper by explaining the background and the motivation of our work
Traditionally, system verification has focused on correctness with respect to

requirement specification: a check is made that the system meets the specified
requirements. For correctness, it is implicitly assumed that

• Each component of the system operates normally;
• The environment surrounding the system is normal;
• The system outputs the results only through its interface components.

Even if the correctness of the system is verified, faults may make the system
unserviceable. Above all, for critical systems such as those in aircraft and atomic
reactors, correctness is not sufficient but reliability is required, which ensures that
fatal and unusual situations do not occur.

Fault Tree Analysis [1], FTA, is a traditional method of reliability analysis that
was first proposed in the 1960 s. FTA is a top-down, deductive analysis in which
an undesired state of a system is decomposed using Boolean connectives into a
series of lower level events. This method is mainly used in the field of safety
engineering and reliability engineering. FTA can be used to understand the logical
structure leading to the undesired state and to show compliance with the system
reliability requirements.

In software engineering, model checking [2] is regarded as a genuine break-
through, especially in regard to the improvement of software design and coding.
Model checking is a technique for verifying whether a model satisfies a given
specification. Models are extracted from descriptions presented as state-transition
diagrams or in concurrent programming languages. The specifications are often
represented by temporal logic formulae. A number of model checkers have been
developed, including SPIN [3] and UPPAAL [4]. In UPPAAL, models are
described in terms of timed automata using a GUI and specifications expressed by
temporal logic Computational Tree Logic (CTL).

2.2 Motivation of Our Research

We introduce formal methods into reliability engineering and want to make it
possible to analyze system reliability more carefully and in more detail. In this
paper, we begin by applying model checking to the fault tree analysis. We propose
a method of improving the reliability of a system. We incorporate a fault detection
mechanism into a target system, analyze its effect by model checking.

16 K. Yamada and S. Nishizaki



2.3 Formal Reliability Improvement with FTA and Model
Checking

In this paper, we propose a method to improve the reliability of a target system.
We incorporate model checking into the Fault Tree Analysis. By introducing a
fault detection mechanism to the target system, we can partially automate the
evaluation of effectiveness and difficulty of fault detection.

Investigation of a system to be analyzed and description of a system model.
We investigate the system’s behavior and requirements, and then describe a

model formulating the system. We also define the undesired events to study in the
reliability analysis. We should notice that the model and the undesired events to
study should be formulated as simply as possible: if they are complicated, model
checking in the succeeding phase could cause a state explosion, that is, a
combinatorial blow-up of the state-space in the model checking.

Applying FTA to the system.
We apply the Fault Tree Analysis to the target system and find basic events

(i.e. errors and faults) which cause the undesired events. When we enumerate the
basic events, we identify components related to the basic events. The identified
components are later used in evaluating the optimal fault detection mechanism.

Describing a model of the target system. By describing a model representing
the behavior of the target system, we can verify the adaptability of the system’s
behavior to the required specification. We should choose a model checker
appropriate for the model, considering the structure of the target system. Which-
ever is chosen, we should simplify the model as far as possible, in order to avoid
the state explosion of the model checker.

Introducing a fault detection mechanism and evaluating its effectiveness
and difficulty.

We introduce a fault detection mechanism to the target system model and
analyze how effective it is in detection of faults and errors in the target system. The
fault detection mechanism enables us to evaluate how many undesired events it
detects and prevents.

In order to analyze and evaluate the fault detection mechanism, we utilize
model checking. Since a model checker can report on the status of components in
the target system’s model, we can analyze and verify the fault detection mecha-
nism by relating the fault detection to states in the model appropriately. We should
notice that the fault detection mechanism itself can develop problems; if the fault
detection is comparatively complicated, we should formulate its fault in the target
system model.

Reflecting on the result of the analysis and the evaluation.
By introducing the fault detection mechanism, we can estimate the difficulty of

fault detection of undesired events. Such a result is helpful for improving the
reliability of the target system,

2 Formal Approach to Reliability Improvement 17



2.4 Example of Formal Reliability Improvement

We consider an example of a pressure tank control system in Sect. 8 of ‘‘Fault Tree
Handbook’’ [5].

2.4.1 The Pressure Tank Control System

The pressure tank control system [5], which is depicted in Fig. 2.1, consists of
three components:

• An electric circuit, powered by P1, which controls the pump’s motor circuit. The
power supply P1 electrifies the electric circuits c1 and c2. The circuit c1 elec-
trifies the coil of the relay K1, if the push button S1 or K1 and the timer T are
closed. The circuit c2 electrifies the coil of relay K2 and the timer T and c2 is
closed if S1 or K1 and the pressure switch S are closed.

• An electric circuit powered by P2 and isolated from the above circuit powers the
pump motor. The power supply P2 electrifies c2 which supplies power to the
motor if the relay K2 is closed.

• A pressure tank, which the pressure switch S contacts, is fitted with an outlet
valve and is connected to an infinitely large reservoir through the pump.

Fig. 2.1 Pressure tank control system
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If pressure switch Sis pressed, then circuit c1is closed and K1is electrified. If the
pressure tank is empty, pressure switch S is closed. Then circuit c2electrifies K2,
motor circuit c2is closed, and consequently the motor starts. If the tank is full, then
pressure switch Sopens, relay K2 opens, and the motor stops. If the outlet valve
drains the tank and the tank is empty, the cycle described above is repeated.

2.4.2 Applying FTA to the Pressure Tank Control System

In this section, we briefly present a process in which we establish a fault tree of the
pressure tank control system, as depicted in Fig. 2.2. Since the direct cause of tank
rupture is continuous pumping for more than 60 s, we can identify the fault event
as being that relay K2 is closed for more than 60 s. Next, this event is decomposed
into more basic events: a fault event of relay K2 and two fault events due to other
causes, which are connected by an OR-gate. The latter two fault events are further

Tank rupture

closes for more than 60 sec.

Power at relay for more than 60 sec. fails to open, although no power at coil

Pr. Sw. closes for 
more than 60 sec.

Power at Pr. Sw. for 
more than 60 sec.

Power through for more than 60 sec while closed. Power through for more than 
60 sec while closed.

fails to open when S closed 
for more than 60 sec.

Power through for more than 60 
sec while closed.

Fig. 2.2 Failure tree of the pressure tank
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decomposed and we finally identify fault events corresponding individually to the
components. The following five fault events are identified as the most basic ones.

• S: Power switch S is closed for more than 60 s.
• S1: The circuit is powered through switch S1 for more than 60 s while switch S is

closed;
• K1: Relay K1 fails to open when S is closed for more than 60 s;
• T: Circuit c1 is powered through timer relay T for more than 60 s while pressure

switch S is closed.
• K2: Relay K2 fails to open, although no power is supplied at the coil of relay K2.

We can derive the minimal cut set of the fault tree K2f g; S; S1f g; S;K1f g; S; Tf g
from Figs. 2.2, 2.3, 2.4.

2.4.3 Description of a Model of the Pressure Tank Control System

We adopt the model checker UPPAAL for verifying and analyzing the pressure
tank control system, since it is appropriate for modeling real-time systems. The
synchronization is represented by channel communication in Promela, the mod-
eling language of UPPAAL.

2.4.4 Introducing a Fault Detection Mechanism and Evaluating
Its Effectiveness and Difficulty

We evaluate the effectiveness of a fault detection mechanism that lamps display
electric current in circuits. The reasons we adopt lamps for fault detection are as
follows:

• The lamps are simple and have a low fault rate. Moreover, we can easily
improve this fault rate by redundancy.

• We can implement the fault detection mechanism at low cost.
• We can make correspondence between the model and its implementation.

Fig. 2.3 Model of the pressure tank system (1)
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• The lighting patterns of the lamps provide a variety of information.

Figure 2.5 shows an improved circuit pressure tank system in which five lamps
are inserted for fault detection. We show the correspondence between the five
lamps and the sub-components in the pressure tank system.

Identification of the system state by lighting patterns. By observing the lighting
patterns of the five lamps, we can identify the system state and the existence of
faults in the system. We represent a lighting pattern of the five lamps as a five-bit
sequence. For example, a five-bit sequence ‘‘01010’’ means that lamps #1, #3 and
#5 are switched off and #2 and #4 are lit. Some of the lighting patterns are
impossible with respect to the system’s specification. For example, ‘‘00011’’
means that an electric current is flowing through the sub-circuits c1 and c2 but
relay K1 and pressure switch S1are turned off, which is impossible. The possible
patterns are obtained by UPPAAL verification, as follows (Table 2.1):

Fig. 2.4 Model of the pressure tank system (2)

Fig. 2.5 Insertion of fault detecting mechanism into the pressure tank system
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1. A TCTL formula representing that all lamps are lit is described.
For example, a lighting pattern ‘‘00000’’ corresponds to a TCTL formula
E \[ relay_k2.Open & relay_k1.Open & switch_s1.Open & current1.NoCur-
rent & current2.NoCurrent

2. UPPAAL is used to check the TCTL formulas corresponding to all lighting
patterns with respect to the model of the pressure tank control system.

3. The possible lighting patterns from the result of model checking with UPPAAL
are obtained.

The obtained lighting patterns are shown in Table 2.2:
Correspondence of lighting patterns to top-level events. We next check the

relationship between the above lighting patterns and the tank rupture. The tank
rupture is a top-level event of the fault tree, which we should avoid as a priority.
Thus, we know that lighting patterns #2 and #3 will never occur with a tank
rupture. In other words, we can see from lighting patterns #2 and #3 that the tank
will not rupture in such a situation.

Correspondence of lighting patterns to faults. In order to analyze the corre-
spondence of lighting patterns to faults, we attach flags to the models representing
whether each model is out of order or not. We then analyze the correspondence of
the lighting patterns to faults by incorporating the fault flags into verification
formulas. We summarize the result of the analysis in Table 2.2. In the table,

Table 2.1 Correspondence between lamps and sub-components

Lamp Sub-components

#1 Relay K2

#2 Relay K1

#3 Pressure switch S1

#4 Sub-circuit c1

#5 Sub-circuit c2

Table 2.2 The possible lighting patterns

Pattern No. Lamp#1 Lamp#2 Lamp#3 Lamp#5 Lamp#6

1 0 0 0 0 0
2 0 1 0 1 0
3 0 1 1 1 0
4 1 0 0 0 0
5 1 0 1 0 1
6 1 1 0 0 0
7 1 1 0 1 0
8 1 1 0 1 1
9 1 1 0 1 1
10 1 1 1 1 0
11 1 1 1 1 1
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• ‘‘0’’ means that the indicated component is operating normally,
• ‘‘1’’ means that the indicated component is out of order
• ‘‘?’’ means that a state of the indicated component is not specified.

From Table 2.3, we know that some of faults can be specified from lighting
patterns, and the others cannot. This is summarized in Table 2.4.

According to Table 2.4, the lighting pattern #11 specifies that relay K1 is out of
order and the other patterns specify that it is operating normally. On the other
hand, pattern #6 does not specify which relay is out of order; relay K2 or sensor S1.
From Tables 2.3 and 2.4, we know that the state of sensor S1 is difficult to specify.

2.5 Conclusion and Related Works

In this paper, we incorporate model checking into the fault tree analysis and show
a case study on the pressure tank control system. Moreover, we propose a formal
approach to introducing a fault detection mechanism. We show an example of a
fault detection mechanism in the pressure tank control system, in which it is
implemented with a set of lights for checking electric current. We successfully
show that model checking can evaluate the effectiveness of the fault detection
mechanism.

The first study on using a formal approach to fault tree analysis was made by
Schellhorn et al. [6]. In their study, fault trees were formalized in the interval
temporal logic and various properties were formally formulated. Thums et al. [7]

Table 2.3 Lighting pattern and faults

Pattern No. No. Relay (K1) Relay (K2) Sensor (S) Sensor (S1) Timer (T)

1 0 0 ? 0 0
2 0 0 0 0 0
3 0 0 0 ? 0
4 0 1 1 0 0
5 0 ? 1 ? 0
6 1 ? 1 0 0
7 0 1 0 0 0
8 0 ? ? 0 ?
9 1 ? 1 ? 0
10 0 1 0 ? 0
11 0 ? ? ? ?

Table 2.4 Correspondence of lighting patterns to faults

Relay (K1) Relay (K2) Sensor (S) Sensor (S1) Timer (T)

Specified 11 6 8 6 9
Unspecified 5 3 5 2
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studied the application of model checking to the formal tree analysis by using a
real-time model checker RAVEN. Faber [8] developed a formal FTA tool using
the model checker UPPAAL.
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(24500009).
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Chapter 3
DDoS Attacks Defense System Using
Information Metrics

P. C. Senthilmahesh, S. Hemalatha, P. Rodrigues
and A. Shanthakumari

Abstract A Distributed Denial-of-Service (DDoS) attack is a distributed, coor-
dinated attack on the availability of services of a target system or network that is
launched indirectly through many compromised computing systems. A low-rate
DDoS attack is an intelligent attack that the attacker can send attack packets to the
victim at a sufficiently low rate to elude current anomaly-based detection. An
information metric can quantify the differences of network traffic with various
probability distributions. In this paper, an anomaly-based approach using two new
information metrics such as the generalized entropy metric and the information
distance metric, to detect low-rate DDoS attacks by measuring the difference
between legitimate traffic and attack traffic is proposed. DDoS attacks detection
metric is combined with IP traceback algorithm to form an effective collaborative
defense mechanism against DDoS attacks.
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3.1 Introduction

Distributed Denial of Service (DDoS) attacks are one of the most serious threats in
the Internet. The aim of the attack is to overload the victim and render it incapable
of performing normal transactions. A low-rate DDoS attack has significant ability
of concealing its traffic and elude anomaly-based detection schemes. It is a serious
threat to the security of cyberspace. It typically exhausts bandwidth, processing
capacity, or memory of a targeted machine or network.

Today, a large-scale DDoS attack is usually combined with multiple low-rate
attacks, which are distributed on the Internet to avoid being detected by current
detection schemes. An attacker can use the ‘‘BOTNETS’’ (Collection of com-
promised computers on which, a software called ‘bot’ is automatically installed
without user intervention and are remotely controlled via command and control
server) to launch a low-rate DDoS attack, producing network behavior that appears
normal. Therefore, it is difficult to detect and mitigate such attacks.

The rest of the paper is organized as follows: Sects. 3.2 and 3.3 describe the
Motivation and Background of DDoS attacks. The system architecture, the DDoS
attack detection algorithm and an IP traceback algorithm are proposed in Sects.
3.4, 3.5 concludes the paper.

3.2 Motivation

Existing DDoS attack detection metrics are mainly separated into two categories:
the signature-based metric and anomaly-based metric. The Signature-based
detection metric depends on technology that deploys a predefined set of attack
signatures such as patterns or strings as signatures to match incoming packets.
Limitation is, it is more specific and cannot detect a wide range of DDoS attacks.
Anomaly-based detection metric typically models the normal network (traffic)
behavior and deploys it to compare differences with incoming network behavior.
This method also has several limitations.

A low-rate DDoS attack has significant ability of concealing its traffic and elude
anomaly-based detection schemes. Early detection and detection accuracy (such as
a low false positive rate) of DDoS attacks are the two most important criteria for
the success of a defense system. Aim of this paper is to detect Low-rate DDoS
attacks earlier with high detection accuracy and to propose an IP traceback scheme
by using information metrics.
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3.3 Background of DDoS Attacks

There are two categories of DDoS attacks—Typical DDoS attack and DRDoS
(Distributed Reflection Denial-of-Service) attacks. In a typical DDoS attack, the
army of the attacker consists of master zombies and slave zombies. The hosts of
both categories are compromised machines that have arisen during the scanning
process and are infected by malicious code. The attacker coordinates and orders
master zombies and they, in turn, coordinate and trigger slave zombies. In DRDoS
attacks, slave zombies are led by master zombies to send a stream of packets with
the victim’s IP address as the source IP address to other uninfected machines
(known as reflectors), exhorting these machines to connect with the victim.

3.4 Proposed Work

The proposed work can be defined as a two stage procedure for effectively
defending against the low-rate DDoS attacks. The stages are—The DDoS attack
detection algorithm and The IP Traceback algorithm.

The metrics used are: Generalized Entropy Metric—The generalized informa-
tion entropy is a family of functions for quantifying either the diversity uncertainty
or randomness of a system. It is defined as:

Ha xð Þ ¼ 1
1� a

log2

Xn

i¼1

pa
i

 !

where pi are the probabilities

ð3:1Þ

Information Divergence Metric—The information distance or divergence is a
measure of the divergence between P and Q, where P and Q are the discrete
complete probability distributions. It is defined as (Fig. 3.1).

DaðP Qk Þ ¼ 1
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log2

Xn

i¼ 1
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3.4.1 The DDoS Attack Detection Algorithm

The DDoS attack detection algorithm describes the steps involved in detecting the
attack traffic. Initially, the detection threshold and the sampling period values must
be assigned, then the network traffic from the systems are captured. The number of
packets in the traffic with recognizable characteristics is determined in order to
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calculate the probability distributions. With the values of probability distribution,
the information distance is calculated and compared with the threshold value
(Fig. 3.2).

Fig. 3.1 System Architecture

Step 1: Set the sampling period as T, and the collaborative
detection threshold as 

Step 2: Capture the network traffic from the systems in the
sampling period several times.             

Step 3: Calculate in parallel the numbers of packet which
have various recognizable characteristics (e.g., the
source IP address , protocol, the packet’s size, etc.) 

Step 4: Calculate the probability distributions of the
network traffic from the systems.

Step 5: Calculate their information distances using the
formula:   D (P,Q) = |D (P||Q)  +  D (Q||P)|, 

where
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Step 6: Compare the information distance value with the
detection threshold.

Step 7: If the information distance is more than the
detection threshold , then the system detects the
DDoS attack, and begins to raise an alarm.

Fig. 3.2 The DDoS attack
detection algorithm
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3.4.2 IP Traceback

IP traceback is the ability to find the source of an IP packet without relying on the
source IP field in the packet, which is often spoofed. The proposed DDoS attacks
detection metric is combined with IP traceback algorithm [2, 3] and filtering
technology together to form an effective collaborative defense mechanism against
network security threats in Internet (Fig. 3.3).

When the proposed attacks detection system detects an attack on a victim, the
proposed IP traceback algorithm will be launched immediately. The victim initi-
ates the pushback process to identify the locations of zombies: the victim first
identifies which of its upstream routers are in the attack tree based on the flow
entropy variations it has accumulated, and then submits requests to the related
immediate upstream routers. The upstream routers identify where the attack flows
came from based on their local entropy variations that they have monitored. Once
the immediate upstream routers have identified the attack flows, they will forward
the requests to their immediate upstream routers, respectively, to identify the
attacker sources further; this procedure is repeated in a parallel and distributed
fashion until it reaches the attack source(s) (Fig. 3.4).

3.5 Conclusion

In today’s computer-dominated society, the practice of securing and administrating
computer systems and enterprise network become critical and challenging. This
defense mechanism is the combination of DDoS attack detection and mitigation,
thus it provides protection to the internet users against the threatening DDoS attacks
in the networks.

In this paper, two new and effective information metrics for low-rate DDoS
attacks detection are proposed: generalized entropy and information distance
metric. They outperform the traditional Shannon entropy and Kullback–Leibler
distance approaches, respectively, in detecting anomaly traffic. As the proposed
metrics can increase the information distance (gap) between attack traffic and
legitimate traffic, they can effectively detect low-rate DDoS attacks early and
reduce the false positive rate clearly.

Fig. 3.3 Local traffic,
forward traffic, information
distance and threshold r at a
router

3 DDoS Attacks Defense System Using Information Metrics 29



References

1. Ashley C, Jaipal S, Wanlei Z (2009) Chaos theory based detection against network mimicking
DDoS attacks. IEEE Commun Lett 13(9):717–719

2. Xiang Y, Li K, Zhou W (2011) Low-rate DDoS attacks detection and traceback by using new
information metrics. IEEE Trans Inform Forensics Secur 6(2):426–437

3. Yu S, Zhou W, Doss R, Jia W (2011) Traceback of DDoS attacks using entropy variations.
IEEE Trans Parallel Distribd Sys 22(3):412–425

4. Li K, Zhou W, Yu S (2009) Effective metric for detecting distributed denial-of- service attacks
based on information divergence. IET Commun 3(12):1859–2860

5. Yu S, Zhou W, Doss R (2008) Information theory based detection against network behavior
mimicking DDoS attack. IEEE Commun Lett 12:319-321

6. Sheng Z, Zhang Q, Pan X, Xuhui Z (2010) Detection of low-rate DDoS attack based on self-
similarity. In; Proceeding International Workshop on Education Technology and Computer
Science pp 333–336

7. Liu Y, Yin J, Cheng J, Zhang B (2010) detecting ddos attacks using conditional entropy.
International conference on computer application and system modeling (ICCASM 2010)

8. Giseop N, Ilkyeun R (2009) An efficient and reliable DDoS attack detection using a fast
entropy computation method. ISCIT

9. Lee W, Xiang D (2001) Information-Theoretic measures for anomaly detection. In: Proceeding
IEEE Symposium Security and Privacy pp 130–143

Step 1: Assign the detection threshold, .,if ilσσ
Step 2: Check attacks on the traffic by calculating 

Information  Distance, Df i.
Step 3: Information Distance for forward traffic is calculated

by using  the formula, 

)()(),( ififif fllflf ppDppDppD σσσ +=
Step 4: Compare this information distance value with the 

detection threshold.

Step 5: If  Df i > ifσ , calculate the information distance for

local  traffic, Dl i . Otherwise forward the packet.

Step 6: Dl i  is calculated using the value of  ilσ in the

formula  for information distance.

Step 7: If  Dl i  > ilσ , stop forwarding the attack traffic to

downstream routers. Else forward the packet.

Fig. 3.4 The IP Traceback
algorithm
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Chapter 4
CEAR: Cluster based Energy Aware
Routing Algorithm to Maximize Lifetime
of Wireless Sensor Networks (WSNs)

H. Sivasankari, R. Leelavathi, M. Vallabh, K. R. Venugopal,
S. S. Iyengar and L. M. Patnaik

Abstract Technological development in wireless communication enables the
development of smart, tiny, low cost and low power sensor nodes to outperform
for various applications in Wireless Sensor Networks. In the existing Tabu search
algorithm, clusters are formed using initial solution algorithm to conserve energy.
We propose a Cluster Based Energy Aware Routing (CEAR) algorithm to maxi-
mize energy conservation and lifetime of network with active and sleep nodes. The
proposed algorithm, removes duplication of data through aggregation at the cluster
heads with active and sleep modes. A comparative study of CEAR algorithm with
Tabu search algorithm is obtained. Comparative study shows improvement in the
Lifetime and energy conservation by 17 and 22 % respectively over the existing
algorithm.
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4.1 Introduction

Wireless Sensor Networks (WSNs) are deployed with hundreds or thousands of
computable and low cost sensors. These sensor nodes are multi-functional and
with computing capabilities. These sensor nodes are integrated on a single board in
a few cubic inches with embedded microprocessor, radio receivers, sensing, and
computing and communication unit. They are powered by 50 W and can last for
2–3 years with very less duty cycling and these sensor nodes are prone for failures.
In WSN there are three types of communications, they are clock driven, event
driven and query driven. In the clock driven approach, data collection and trans-
mission takes place at regular periodic intervals. In the event driven and query
driven approaches, data collection is triggered by events or queries. Data Aggre-
gation, Clustering, effective routing and data compression, min–max and averag-
ing methods are used to reduce energy consumption in WSNs. Tabu search
algorithm [1] form clusters of sensor nodes and routes data from source to the
destination through cluster heads. The sensor nodes are active and transmits data
without aggregation all the time and this approach consumes more energy as there
is no aggregation. We propose Cluster based Energy Aware Routing (CEAR) in
order to maximize lifetime and energy conservation of WSNs. In a cluster, sensor
node works in active and sleep mode randomly. It routes the data from source to
destination through cluster head with aggregation. Thus, it reduces the energy
consumption for sending the large set of data. The rest of the paper is organized as
follows: Related work is discussed in Sect. 4.2. Problem Definition is formulated
in Sect. 4.3. Algorithm is developed in Sect. 4.4. Simulation and Performance
Analysis are analyzed in Sect. 4.5. Conclusions are presented in Sect. 4.6.

4.2 Literature Survey

Heinzelman et al. [2] developed a Low Energy Adaptive Clustering Hierarchy
(LEACH) algorithm for clustering. LEACH is a distributed approach and it
requires no control information from the base station. In this approach data is
required to be sent in the allotted time. Madan et al. [3] proposed TAG: Tiny
Aggregation Service for Ad-Hoc Sensor networks. Interface for data collection,
aggregation, executed aggregation queries in the sensor networks. Aggregation
queries are executed in time, efficiently. Each mote is required to transmit only a
single message per epoch, regardless of its depth in the routing tree. It is sensitive
to resource constraints and lossy communication. Liang et al. [4] have designed a
genetic cost model for data gathering in sensor networks, as routing tree used for
query evaluation and therefore the network is balanced. The proposed heuristic
algorithm showed that online gathering problem is NP complete. It is focused only
on the event driven data and data gathering queries are assumed sequential. Ghiasi
et al. [5] proposed a balanced K clustering algorithm to minimize energy
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consumption using minimum cost network flow. Agarwal et al. [6] have proposed
sub exponential algorithms to solve the K-center problem to compute the optimal
K-center. They considered the metrics for planar case, i.e., smaller dimensions.
Noritaka et al. [7] have proposed centralized and distributed approaches for
Clustering. These methods prolong the network lifetime than the conventional
methods.

4.3 Problem Definition and Mathematical Model

Given a set of Wireless Sensor Nodes Si 2 V where i = 1, 2,…, n. we consider a
single sink with maximum coverage radio and power. The objectives are to reduce
the energy consumption and to maximize the lifetime of the network. The
assumptions are (i) All source sensor nodes are static. (ii) Links in between the
nodes are bidirectional. (iii) Sink has long communication range and energy than
the source sensor nodes (iv) The highest energy node becomes the cluster head.
(v)Sensor nodes act in either active or sleep mode.

4.3.1 Mathematical Model

All sensor nodes are deployed with equal amount of energy. Clusters are formed
based on Euclidean distances. Cluster size is increased as the number of node
increases in the deployment. Graph (G) i.e., G = (V, E) where V is a set of
vertices and E is a set of edges. Neighbor of a node is selected based on the
following constraints. In a graph, vi is the source node and vj next neighbor node to
receive data as the destination. The distance between source and destination is
calculated based on Euclidean distance.

Dist vi � vj

� �
\ Range ð4:1Þ

Euclidean Distance ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xjÞ2 þ ðyi � yjÞ2

q
ð4:2Þ

List of Neighbors L Nið Þ ¼
[

Vj2V

fVj=Dist vj; vi

� �
\rg ð4:3Þ

Theorem Aggregation at the cluster head removes duplication of data thus it
increases energy conservation and lifetime.

C eð Þ ¼
Xn

i¼1

Cið Þ nið Þ ð4:4Þ
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A eð Þ ¼ l vð Þ 1� ruvXeð Þ ð4:5Þ

Ptotal ¼ T eð Þ þ A eð Þ þ R eð Þ þ C eð Þ ð4:6Þ

Where T(e) is Transmission cost, A(e) is Aggregation cost, ruv is reduction ratio
and Xe is the Aggregation factor if Xe = 1 there is an aggregation else there is no
aggregation, R(e) Reception cost, C(e) Cluster formation cost, load on node v, Ci

represents the ith cluster and ni is the number of nodes in a cluster.

4.4 CEAR: Cluster Based Energy Aware Routing Algorithm

In a Cluster based Energy Aware Routing (CEAR), clusters are formed as the
nodes are deployed in the region. When the first node is deployed, the cluster is
formed and it becomes the cluster head. Later, the deployed nodes identify the
neighboring nodes by sending hello packets. When it receives successive echo
packets from neighboring nodes then it is added to the cluster. If the node is neither
in the range nor in neighbor list of any cluster then a new cluster is formed and
node becomes the cluster head. As the more and more nodes are deployed, the
cluster size is increased. This procedure is repeated until there is no more node to
be deployed.

In a cluster, after each iteration it checks for the highest energy node. It elects
the highest energy node as the cluster head. In a cluster, a set of source nodes act in
active and sleep mode. Before a node goes for sleep mode it ensures that enough
number of nodes are in active mode in order to ensure that any event during the
transition of active and sleep mode is not missed. Energy Aware Routing helps the
data to be routed through cluster heads (Table4.1).

4.5 Simulation and Performance Analysis

In the setup of MATLAB simulation, a 100 9 100 m region is considered with
150 sensor nodes. All sensor nodes have equal amount of energy initially with
50 J. Radio model is lossy in nature and communication range is 150 m, energy
consumption per bit is 60 pJ. Control packet size is 500 bytes. Fig 4.1 shows the
graph between the energy consumption with number of sensor nodes or clusters.
The proposed algorithm CEAR consumes lower energy than the existing algorithm
Tabu. The energy savings in CEAR is 22 % higher than the existing Tabu search
algorithm. Fig 4.2 depicts that the lifetime is increased by 17 % in CEAR algo-
rithm in comparison with the existing algorithm.
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Table 4.1 Cluster based energy aware routing algorithm

The Subgraph G’ [ G, V nodes Ni.

Begin
while deployment of nodes is True do N ++;

if(Id_Nj == 1) then Cluster C1; Nj as Cluster Head for C1;
else neighbor node selection() get node id of Nj i.e. id_Nj;
for n 1 to N do

if hellojn = = 1 then Add node Nn & Nj as neighbors;
Update Neighbor list;

endif
endfor

for i 1 to M do for n 1 to N do
if id_Nj [ neighbor Nn & & in_range(Ci) then Make node Nj [ Ci; return;

else if (n == N && i == M) then M ++; Create new Cluster CM;
Elect node Nj as Cluster head for CM;

endif return;
endif, endfor, endif, endwhile

K = ActiveNode(); Cluster Head Election Algorithm
for i 1 to M do
for p 1 to K do V kp [ Ci;
if Pup tð Þ�Pvp tð Þ

Select active node vp(t) at time t as Cluster Head to the current Cluster Ci;
else
Select active node up(t) at time t as Cluster Head to the current Cluster Ci;
endif endfor endfor

if event then Select V kp [ Ci at time t;
if(dist(event, kp) B min) then min = dist (event, kp); Si = kp;
endif, endif

Route : for non sink active pair(u, v) do
for neighbor j to k of Si do
if Near Sj = active() then

make Sj as active node;
endif
Euclidean_distance = Euclidean_distance ? dist(i, j); Si = Sj;

endfor Compute minimum Euclidean Distance;
Calculate fusion benefit dactive(u, v) V kp [ Ci;

if dactive (u, v) == 0 then
Select active pair(u, v) as non fusion pairs [ set En;

else Select active pair(u, v) as fusion pairs [ set Ef;
endif
if Si+1 = St then $go to Route;
else return;
endif, End
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4.6 Conclusions

Wireless sensor networks works with limited battery and lifetime. We propose
Cluster based Energy Aware Routing (CEAR) to conserve energy and maximize
the life time of the WSNs. In the case of Tabu search algorithm, clusters are
formed and routed through clusters heads without aggregation and active/sleep
modes. Therefore, it consumes more energy. The data aggregation and periodic
active/sleep mode in CEAR algorithm improves the life time and energy conser-
vation, This work can be enhanced in future to reduce delay.
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Chapter 5
TGAR: Trust Dependent Greedy
Anti-Void Routing in Wireless Sensor
Networks (WSNs)

H. Sivasankari, R. Aparna, K. R. Venugopal, S. S. Iyengar and
L. M. Patnaik

Abstract In Wireless Sensor Networks (WSNs), energy and reliable data delivery
are two major issues. Sending data from source to destination without void
problem is an objective of any routing algorithm. The existing Greedy Anti-void
Routing (GAR) uses the Rolling ball Undirected Traversal to guarantee the packet
delivery from source to the destination. In the case of sparse network when it
encounters an obstacle in the route it fails to deliver the data. To address this issue,
we propose Trust dependent Greedy Anti-void Routing (TGAR) to find the reliable
path from source to sink. We use Bayesian estimation model to calculate the trust
value for the entire path. Simulation results show that TGAR achieves successful
data delivery and energy conservation in sparse networks when compared with the
existing Greedy Anti-void Routing (GAR) Algorithm.

Keywords Sparse network � Unit distance graph � Void and wireless sensor
networks
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5.1 Introduction

Sensor nodes are battery operated and have limited energy in WSNs. It is desirable
to design an energy efficient protocol for WSNs. There are three types of routing
techniques i.e., flat, hierarchical and location based routing. In flat routing, nodes
are collaborated to sense an event. There is no unique id for all nodes since they
are deployed in large numbers and it is not feasible to give identification for each
node. In hierarchical approach, high energy node can be used to process and send
the information and low energy nodes are used only for sensing. In location based
routing, sensor nodes are identified by their locations. The Greedy Anti-void
routing is used to forward a packet in an alternative path if it encounters a void in
the path. The alternative path is inefficient and there is a chance of encounter
obstacles. We propose Bayesian estimation model to calculate trust value for each
path, to avoid unreliable and inefficient paths. We propose Trust dependent Greedy
Anti-void Routing(TGAR) for successful data delivery and energy conservation
and better than the existing GAR algorithm. The rest of the paper is organized as
follows: Related work is discussed in Sect. 5.2. Problem Definition is formulated
in Sect. 5.3. Algorithm is developed in Sect. 5.4. Simulation and Performance
Analysis are analyzed in Sect. 5.5. Conclusions are presented in Sect. 5.6.

5.2 Literature Survey

Shigang et al. [1] have proposed’’Right Hand Rule’’ method to route a packet out
of a dead end in WSNs to avoid a path with void. These paths are inefficient and
long. Sungoh et al. [2] developed a new Geographic routing algorithm to alleviate
the effect of location errors in routing in wireless ad-hoc networks. Significant
errors were, present in getting estimation of the locations. Kung et al. [3] presented
a Greedy Perimeter Stateless Routing (GPSR) protocol for wireless networks.
Here, routing is based on the current positions of routers to forward packets. When
GPSR is not possible, packet is recovered with help of Perimeter routing. Hannes
et al. [4] have introduced a planar graph routing on geographical cluster based on
the current location of devices. It is failed to connect a path since it has one hop
neighbor information only. It is avoided in [5], by distance routing for wireless Ad-
hoc Networks with multihop. Tassos et al. [6] have developed a Geographic
routing around void in sensor networks, for efficient routing decisions. It is a cross-
layered approach to improve routing decisions and respond immediately for
topological changes. Wen et al. [7] addressed an issue of un-reachability problem.
They proposed an Greedy routing with Antivoid traversal for wireless sensor
networks. Boundary Map(BM) and Unit Disk Graph (UDG) are used to increase
the efficiency and solve the void problem. In this approach, the optimal path
between source and destination is not discussed.
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5.3 Problem Definition and Mathematical Model

Given a set of Wireless Sensor Nodes Si 2 V where i = 1, 2,…, n. we consider a
single sink with maximum coverage radio and power. The objectives are to reduce
the energy consumption and to improve the reliability of data delivery. The
assumptions are (i) All source sensor nodes are static. (ii) Links in between the
nodes are bidirectional. (iii) Sink has long communication range and higher energy
than the source sensor nodes (iv) Neighbor list includes node within the range of
communication. (v) The path is selected when the trust values are good, otherwise
the path is not selected.

5.3.1 Mathematical Model

5.3.1.1 Determination of Trust Value

All sensor nodes are deployed with equal amount of energy. We assume WSN as a
Graph (G) i.e., G = (V, E) where V is a set of vertices and E is a set of edges.
Neighbor of a node is selected based on the range of transmission. In a graph, vi is
the source node and vj+1 the next neighbor node to receive data as the destination.
The distance between source and destination is calculated based on Euclidean
distance. A Bayesian network is a belief network model to represent a set of
random variables and their conditional dependencies in a graph. Nodes are
conditionally dependent when they are connected. Nodes are independent in nature
when they are not connected. The optimal path is obtained through a good estimate
of the target state /(t) i.e., sink from the measurement history z(t). P(/) denotes
Priori Probability Distribution Function(PDF) about the sink state /(t). Priori
Probability Distribution Function (PDF) of z given / is given as P(z//). The
posteriori distribution of / given the measurement z, is defined by the likelihood
function as P(//z) and also referred to as the current belief. Bayes theorem gives
the relationship between the posteriori distribution P(//z), the priori distribution
P(/) and the likelihood function P(z//).

P
/
z

� �
¼

P z
/

� �
P /ð Þ

R
P z

/

� �
P /ð Þd /ð Þ

: ð5:1Þ

P zð Þ ¼
Z

z

/

� �
P /ð Þd /ð Þ: ð5:2Þ

and P(z) is the normalizing constant to make value less than one since the
maximum probability value is one. Therefore, Eq. (5.1) can be rewritten as
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� �
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/̂ tð Þ is an estimation of the optimal path which is close to the true value of /(t)
according to the measurement. Minimum Mean Squared Estimator (MMSE) is
used to estimate the mean value of the distribution

Pð/=z1; z2; z3; z4; . . .::; zNÞ ð5:5Þ

Mean is calculated by the equation given below

/ ¼ Z
/ Pð/=z1; z2; z3; z4; . . .::; zNÞ ð5:6Þ

Uncertainty is approximated by covariance R as given below

¼ Z
/� /
� �

/� /
� �T

P
/
z1
; z2; z3; z4; . . .::; zN

� �
d /ð Þ ð5:7Þ

We must pay a cost for communication but to make important decision belief
status are used to reduce cost in communication. In a centralized Bayesian esti-
mation model with N sensor nodes in the deployment, at any time t, each sensor
n(i = 1, 2…N) informs about the measurement zn(t). The central unit updates the
belief state using Eq. (5.4). If the sensor measurements are mutually independent
on the target location then

PðzðtÞ=/ðtÞÞ ¼
Y

n¼1;2;3;...;N
PðzðtÞn =/

ðtÞÞ ð5:8Þ

For reliable communication, power consumption is exponentiation (a) of the
distance

where a = 2 is the pathloss exponent.

5.3.1.2 Computation of Energy Level at a Node

Dij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxj � xiÞ2 þ ðyj � yiÞ2

q
: ð5:9Þ

Ei ¼ Et � ðEiÞ � Pi � Dij: ð5:10Þ

where Dij is the distance between two nodes i, j and Ei is the energy at node i. Pi is
the total number of packets and Et is the total amount energy present in the node.
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5.4 TGAR: Trust Dependent Greedy Anti-Void Routing
Algorithm

In a Trust based Greedy Anti-void Routing (TGAR) each source sensor node finds
a neighbor by sending hello packets. Nodes within the range of communication
responds to hello packets and are included in the neighbor list. It selects the
minimum distance neighbor from the neighbor list. Unit Distance Graph (UDG)
gives all possible paths from the source to sink node. The Bayesian estimation
expression gives the estimate of reputation value for each path. If the reputation
value is good then the path is selected for routing. History ZðtÞ gives whether the
path is reliable for communication, then the reliable and efficient path is selected
from the history of the paths (Table 5.1).

5.5 Simulation and Result Analysis

In the MATLAB simulation, a 100 m 9 100 m region is considered with 100
sensor nodes. All sensor nodes have equal amount of energy initially with 50 J.
Radio model is lossy in nature and communication range is 150 m, energy con-
sumption per bit is 50 pJ. Control packet size is 300 bytes. Figure 5.1 shows the
graph between the energy consumption with number of sensor nodes deployed.
The proposed algorithm TGAR consumes 12 % lower energy than the existing
algorithm GAR. Figure 5.2 shows the delay between TGAR and GAR in sparse
network. Delay is 33 % less in proposed algorithm TGAR than the GAR. Since in
our approach routing is based on history, directs the data in correct path towards
the sink, and avoids unnecessary search thus saving time in data delivery.

Table 5.1 TGAR: Trust dependent greedy anti-void routing algorithm

Begin

. Step 1: Deploy the sensor nodes.

. Step 2: Identify the Neighborlist for all nodes by sending hello
packet.

. Step 3: Select the Nearest Neighbor for routing from the Neighbor
list.

. Step 4: Obtain the Trust value for each path as derived in
Equation(5.8).

. step 5: Select the path if the Trust value is good(= 1); otherwise
reject

when the Trust value is zero.

. Step 6: Calculate Energy using Energy Equation(5.10) for each node in
the, path.

. Step 7: Calculate residual Energy in each path. If the nodes energy is
zero, lifetime of the network expires.

End
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5.6 Conclusions

Wireless Sensor Networks are constrained with limited battery and lifetime. We
propose Trust dependent Greedy Anti-void Routing (TGAR) to conserve energy
and to maximize the reliability of data delivery. The TGAR algorithm overcomes
the void and obstacle problem encountered in GAR that results in larger delay and
higher consumption of energy. We design a mathematical model to obtain the trust
values from the history using Bayesian Estimation model. It identifies the reli-
ability of this path by checking it’s trust value from the history of Bayesian
estimation model. Simulation result shows that TGAR saves 12 % energy and
33 % faster than GAR.
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Chapter 6
DoS Attack-Resistant Framework
for Client/Server Intelligent Computing

Shintaro Tabata and Shin-ya Nishizaki

Abstract Nowadays, the client/server model is a representative distributed
computing model, its most typical use being for web systems. The services pro-
vided by web applications are continually being developed to provide higher-level
functions, which is creating the danger of Denial-of-Service attacks. We therefore
propose a DoS attack-resistant framework using the client–server model. The focal
point of this research is load reduction of the servers through hint information sent
from clients to servers. We made a script generator that generates server-side and
client-side scripts from one common script code. We implemented two client–
server systems using the proposed script generator and evaluated the efficiency of
the systems developed by the proposed framework.
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6.1 Introduction

6.1.1 Denial-of-Service Attack

A denial-of-service (DoS) attack is an attempt to make a computer service
unavailable to its users. The first study of the formalization of DoS attacks on
communications protocols, and how to resist such attacks was performed by
Meadows [1]. She extended the Alice-and-Bob notation by annotating the com-
putational costs in processing data packets. Although the property was deeply
related to operational behavior, cost annotation was assigned to each communi-
cation operation independently of the operational behavior. We therefore proposed
another formal framework called spice calculus; this is based on process calculi
where the cost estimation mechanism is linked to operational behavior [2, 3]. We
can use this calculus successfully to formalize DoS attack resistance; however, it
can only handle point-to-point communication, not broadcast communication.

As noted in [1, 2] and [4], an imbalance between a server and its clients creates
vulnerability to DoS attacks.

6.1.2 Archive Server and Estimate-Attaching Method

In the paper [6], Nishizaki and Tamano studied the design of an equation archive,
which is a storage system for equational systems. The main features of an equation
archive are integrity (every equational system accepted into the archive is guar-
anteed to be complete) and accessibility (it should be possible for equational
systems to be submitted by as broad a range of users as possible without any
authentication). To ensure integrity, the completeness of a submitted equational
system should be verified on the server side. However, unassisted server-side
verification is not realistic, because termination checking is an NP-complete
problem. To ensure accessibility, potential vulnerability to denial-of-service
attacks must be carefully examined.

As mentioned above, it is important to reduce vulnerability to denial-of-service
at-tacks. They proposed a method in which a client system attaches the estimated
computational cost of a request to the equation-archive server. Instead of imposing
an upper limit of computational cost, the client system declares the computational
cost of the request to the server. This method also controls the total load on the
server and enables more appropriate resource allocation. The method is called the
estimate-attaching method.
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6.1.3 Research Purpose

In this paper, we propose a distributed computation model which is DoS attack-
resistant, by extending and generalizing the estimate-attaching method proposed in
the previous work [6].

6.2 DoS Attack-Resistant Design for Server-Side
Computation

6.2.1 Overview

As mentioned in [1, 2, 6], the vulnerability to denial-of-service attacks is caused by
the server-side having a heavier load than the client-side. We therefore consider
how to reduce the server-side computational cost. The outline of our method is as
follows:

1. The client generates information that guarantees safety with respect to DoS
attacks.

2. The client sends the information to the server;
3. The server receives the information and carries out the computation, referring

to the received information.

The information generated by the client in Step 1 gives the upper limit of the
computational borne in the server and helps the computation in the server as a hint.

In the previous work [6], Nishizaki designed and implemented a theorem
archive server. A client-side prover submits a theorem with its proof to the the-
orem archive server and then the server checks the proof sent from the client,
instead of proving the theorem again. Since the proving procedure is essentially
heavier than the checking procedure, avoiding this proving is important to improve
the DoS attack-resistance of the server.

The DoS attack-resistant design proposed in this paper is an extension of the
design of the theorem archive server as a general framework for DoS attack-
resistant client-server systems whose servers are open to anonymous clients and
which provide resource-consuming services.

We assume that the target client-server systems are in ‘‘proving-and-checking’’
style: in the client-side part, resource-consuming computation (‘‘proving’’ in the
previous work) is executed and the results are sent to the server-side part. In the
server-side part, the results are checked for correctness. The checking could be
naively done as re-proving.
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6.2.2 Script Generator, Measuring Function and Proving
Function

The client-side and server-side scripts in the system are generated from one source
script by Script Generator. In the source script, two kinds of function are inserted
as appropriate: measuring functions and proving functions.

Measuring Function. Measuring function calls are associated with calls of the
function determining the computational cost. For example, in term-rewriting
processing, a measuring function is associated with the substitution function’s call.

Proving Function. Proving functions in the client-side scripts provide
resource-consuming computation, typically, automated theorem proving. On the
other hand, we should reduce the computational cost for checking the result, since
the computational cost in the server causes DoS attack vulnerability. Therefore,
the proving functions in the server-side scripts are implemented checking the
results received from the client, instead of computing them again in the server
(‘‘re-proving’’). Proving functions in the client-side scripts generate information
for server-side checking, and those in the server-side scripts check the results of
the client by using the information as a kind of ‘‘hint’’.

Script Generator. Since the corresponding server-side script and client-side
script share the same algorithmic structure, these two kinds of script are generated
from one source script by the Script Generator. In the source script, calls of
measuring functions and proving functions are explicitly designated. The Script
Generator rewrites each function call appropriately. For example, the measuring
functions in the client-side script count how many times they are called in the
client and send the number of times to the server; those in the server-side check
that the received number is the same as the number of times that the functions are
called in the server (Figs. 6.1 and 6.2)

The generated part should compute the essential processing in the system; the
interface part and the communication part should be given individually for both
the client and the server.

Source
Script

Client-side
Script

Server-side
Script

Script
Generator

Fig. 6.1 Script Generator
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6.3 Implementation and Evaluation of Prototype System

In order to evaluate our proposed framework, we implemented the following two
systems based on the framework.

• Theorem Archive for Equational Logic and Term Rewriting System: This
system checks the equivalence between a given equation system and a given
term rewriting system, and verifies the completeness of the term rewriting
system. This is implemented in Nishizaki et al.’s previous work [6] and we use a
similar one in the new framework. The proving function is assumed to be the
Knuth-Bendix completion procedure [7]. The measuring functions are assigned
to a substitution function of terms and a testing predicate for termination, which
checks that a critical pair is found during the completion procedure.

• Interactive theorem prover for first-order predicate logic: This system is an
interactive proof checker. A user makes a proof script interactively via a web-
based interface, which is assumed to be the proving function of this system. The
measuring function is not provided in this system, since the termination of the
server-side processing is guaranteed by the finiteness of the sizes of the proofs
sent from the client.

We evaluated our proposed framework by comparison with the previous style
of implementation [6], that is, the first implementation in the above items. We
considered an equation system that formalizes the Ackermann function. We give
the following equation system to the system:

a(0,X) = s(X), a(s(X), 0) = a(X, s(0)), a(s(X), s(Y)) = a(X, a(s(X), Y)),
f(X) = a(s(s(0)), n)
The function symbols a(-, -) and s(-) represent the Ackermann function and

the successor function. The natural numbers are represented based on Peano’s
encoding. For example, 2 is encoded as s(s(0)). The first three equations represent
the Ackermann function. During the Knuth-Bendix completion procedure, the
term a(s(s(0)), n) is computed and requires a great amount of computational cost.
We gave several variations of the equation system, instantiating the variable n,
such as 0, 3, 6, 9, 12, 15,… Then we obtained the result in Table 6.1, in which we
list the number of times that the substitution and the unification functions are
called in the server-side script of the paper’s and the previous implementations.

Client-side
Script

Server-side
Script

Interface Script 

for Client

Communication
Script for Client

Communication
Script for Client

Interface Script 

for Server

Fig. 6.2 Client-Server
System
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It is known that although the values of the measuring function of substitution
increase if the values of n are increased, the number of unification calls in our
implementation does not change as it does in the previous implementation, which
means that the information sent to the server is effective as a hint, and conse-
quently the number of times that the unification function is called is controlled.

In Fig. 6.3, we make a comparison between the execution time of the previous
implementation and that of this paper’s implementation. The X-axis represents the
value of n and the Y-axis represents execution time in seconds. The performance
of this paper’s implementation is improved in comparison with the previous
implementation. The hint information sent from the client to the server contributes
to the improvement in execution time.

Table 6.1 Measuring function of substitution and unification calls

This paper’s implementation Previous implementation

n Substitution calls Unification calls Substitution calls Unification calls

0 61 62 33 36
3 100 72 111 58
6 175 72 261 58
9 286 72 261 58
12 433 72 483 58
15 616 72 777 58
18 835 72 1,143 58
21 1,090 72 1,581 58
24 1,381 72 2,673 58
27 1,708 72 3,327 58
30 2,071 72 4,053 58

Fig. 6.3 Execution times
between the two
implementations
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6.4 Concluding Remarks

We proposed a DoS attack-resistant framework for a client-server model, which is
an improved and generalized extension of the previous study [6] on the open
equation archive server. We plan several future studies as part of this research. For
example, at the moment we have to write a frontend interface section and backend
a reasoning section separately when we develop a server-client system using the
proposed framework. However, this reduces the efficiency of program develop-
ment. We should therefore construct a development environment that enables us to
develop the client–server systems more synthetically.
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Chapter 7
Effect of Forwarding Strategy on the Life
Time of Multi-Hop Multi-Sink Sensor
Networks

Kaushik Ghosh and Pradip K. Das

Abstract Lifetime of a sensor network can be extended by judicious energy
expenditure. Energy consumed is primarily a function of inter-nodal distance and
thus effect of forwarding technique can no longer be overlooked while trying to
enhance the lifetime of sensor network. Lifetime of a network has been defined
differently in different papers depending upon the nature and application of the
sensor network under consideration. In this paper we have proposed a forwarding
scheme and have compared the same with greedy forwarding and residual energy
based forwarding while finding the lifetime for the sensor network.

Keywords Sensor network lifetime �Multi sink � Fermat point � Residual energy
� Internodal distance

7.1 Introduction

Battery replenishment in sensor nodes of a sensor network has been a matter of great
concern due to the nature and deployment scenarios of these networks. Thus, mea-
sures are required to be taken to enhance the lifetime of sensor networks instead.
Sensor network lifetime is dependent directly upon energy consumption of the
network more than anything else. In a sensor network the total energy consumed is a
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summation of the energy required for: (i) sensing, (ii) processing, (iii) transmitting,
(iv) receiving and (v) listening.

Of all the components, transmitting and receiving data packets consume the
lion’s share of energy as compared to the remaining three taken together. Again,
between transmission and reception, the former consumes considerably more energy
than the latter. So, in a word we can say that energy consumed during transmission/
reception is the primary determining factor of the life time for any given sensor
network. Thus, selecting an energy efficient data forwarding scheme can be one of
the ways of enhancing network lifetime in a WASN. Transmitting/receiving energy
is again dependent upon inter nodal distance. Energy expenditure of a network
increases exponentially with increase in the total distance traveled by data packets.

Of the different forwarding schemes, greedy forwarding is widely used in
sensor and ad hoc networks. Greedy forwarding performs reasonably well for
delay sensitive networks. But in sensor networks topology change is less frequent
and even nil at most of the time. So using greedy forwarding as the forwarding
technique can lead to energy drainage of certain nodes faster than many of their
neighbors which in turn would demand new route discovery. That in itself is an
overhead and is sure to consume some amount of energy without doing something
meaningful. Moreover, this non-uniform depletion of energy results in holes [1]
within the network for which measures like perimeter routing [2] has to be
adopted. Another approach thus adopted in sensor networks is to find out the node
with maximum residual energy among a group of other nodes and select it as the
forwarding node. Periodic energy beacons can let a node know about the residual
energy of its neighbors and thereby select a suitable node for packet forwarding. In
[3] the authors have followed a similar kind of an approach using the energy map
technique. But this obviously may not lead one selecting a forwarding node
located at an optimal position such that the transmission distance and thereby the
transmission energy is minimized. Since reducing the transmitting distance ensures
enhancement in network lifetime for WASNs, Fermat point based packet for-
warding schemes are also common in the said type of networks when it comes to
energy conservation in a multi-hop multi-sink scenario [4–8].

In this paper we propose a Fermat point based packet forwarding scheme which
gives importance both to (i) the distance of a node from the destination and (ii) its
residual energy while selecting it as the next forwarding node. A weight age factor
of a node is thus calculated based on both the factors and a node selects among its
neighbors the one with highest value for this factor as the forwarding node.

The next section contains some of the related works. Section 7.3 explains our
forwarding scheme and Sect. 7.4 presents the results. The final section comprises
conclusion and scope for future work.
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7.2 Related Works

The lifetime of a sensor network is the total time spent by the network functioning
properly since it was installed. This time is directly dependent upon the battery life
of the nodes. Different citations in the literature reveal that energy consumption is
dependent upon the transmitting distance and the volume of data to be transmitted.
Since data volume is something we cannot reduce considerably while maintaining
a benchmark for quality of service, reduction in the transmission distance has been
seen by the researchers as a viable solution for enhancing the network lifetime. It is
known that a WASN once deployed, hardly ever changes its topology during its
lifetime. So, Fermat point based forwarding schemes [4–8] have gained popularity
for the stated purpose. That is because, in this type of forwarding scheme minimum
distance traversal is guaranteed for data packets from source to destination.

Authors of [4, 5] were to our knowledge the first to introduce the concept of
Fermat point based forwarding to gain energy efficiency in geocast routing pro-
tocols. Ghosh et al. [6, 7] have followed them to introduce an alternate novel
method of finding the Fermat point when the numbers of geocast regions are more
than two. While defining sensor lifetime, authors in [9] have done extensive work
in subdividing sensor lifetime into different categories viz. lifetime based on
number of alive nodes [10–12], lifetime based on coverage [13–16], lifetime based
on coverage and connectivity [17, 18] and lifetime based on QoS [19–23]. Talking
about lifetime based on number of alive nodes, some are of the opinion that
lifetime is the time from deployment till the time the first node was drained out of
its energy (n out of n) [10]. The definition, though simple, is clearly an impractical
one. People thus altered the definition to m out of n form i.e. while m nodes in the
network are alive, one is free to consider the network as functional. A variant of
this definition was followed in [11]. In their view, a network is alive till the first
cluster head is drained out of energy. [12] proposes a definition which is ready to
consider a network alive till the last node is functional.

Coming to the coverage part, [13] came up with the idea of k-coverage i.e.,
consider a network as alive till an area of interest is covered by k nodes. Authors in
[14, 15] however were of the opinion that a network is considered to be alive till
the whole area is covered by at least one node. Some again considered both
connectivity and coverage while defining lifetime of a network [16]. Giridhar and
Kumar [17] considered the number of successful data gathering trips as the
determining parameter for lifetime but authors in [18] decided upon the total
number of transmitted messages for the same.

Lifetime of a sensor network has also been decided taking QoS into account
[19]. According to this line of thought network can be treated as alive till an
acceptable event detection ratio was maintained. [20–23] have marked a network
alive till it satisfies the application requirement.
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7.3 Proposed Scheme

We propose a Fermat point based forwarding scheme where both residual energy
and distance from the sink are taken into consideration while selecting the next
forwarding node. Before explaining the scheme, let us mention the assumptions we
have made throughout the text.

Assumptions

• Every sensor node may either act as a sender or a relay node.
• Mobility of the nodes has been considered to be practically nil.
• All the nodes are homogenous as far their transmission and computation

capabilities are concerned.
• The nodes are deployed in a pseudo-random manner and at the time of

deployment all of them are assumed to possess same energy.

All nodes are GPS enabled and are capable of knowing the location and residual
energy of their neighbors through periodic beacon messages.

According to the scheme, a node while selecting a forwarding node from its
neighbors needs to keep a note of the residual energy of its neighbors along with
their respective distances from the sink. Let us take the scenario depicted in
Fig 7.1a. The BLACK node is the source with its neighbors inside the dotted
circle. The circle represents the transmission range of the said node.

But since we are taking residual energy of a node into consideration along with
its distance from the sink, the selection criterion wouldn’t be that simple. Every
node is weighed on two different parameters. One, its geographical location and
the other its present residual energy. This would result in the possibility of
selection of a different forwarding node after every transmission. That is because,
after every transmission/reception residual energy of a node changes and that in
turn changes the possibility for it to continue as the forwarding node for any

2
1

3

1

4 2

3

Fig. 7.1 a Different possible source-sink multi-hop transmissions. b Transmission to multiple
sinks via Fermat point
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source-sink pair. A sensor node would first try to transmit a data packet to the
Fermat node [6, 7] and from there it is the responsibility of the Fermat node to
relay the packet to different sinks (Fig. 7.1b). The circle marked 1 represents a
sender and the circles marked 2, 3 and 4 are the different sinks. The black circle is
the Fermat node—the node closest to the theoretical Fermat point for the enclosed
region formed by the sender node and different sinks. All other dots are acting as
relay nodes for the time being. At some other time, any one of these relay nodes
may act as sender resulting in calculation for a new Fermat point and thereby a
new Fermat node. That is because the enclosed region now formed has one vertex
different from the existing one. In the present forwarding scheme every node in
addition to keeping a track on the number of neighbors also maintains the for-
warding potential (j) of the respective neighbors. j for any node is calculated as

j ¼ res energ= dist:

Where,
res_energy Residual power of a node in mWatts
dist Distance of the node from the sink in meters
j Forwarding potential of a neighboring node in mWatts/meter

Here, same weightage is given to the nodes for their geographical vicinity to the
destination and the amount of residual energy present in them at any particular
instance. However, a variant of this forwarding scheme can be obtained by having
different weightages for res_energy and dist.

Same will be the result when we consider the node with maximum residual
energy as the best possible option for forwarding a message in case we need to go
in for multi-hop routing. Say in our example node 2 is selected by the source as
forwarding node after calculating j for all its neighbors. So, for the time being, j

for node 2 has the highest value among all the other nodes. Considering topology
change to be most unlikely of an event, we find res_energy of a node to be the
parameter that would change after every transmission/reception. The value of j

thus also changes for the nodes resulting in possible selection of a new neighbor as
the forwarding node. The immediate effect of this approach is elimination of the
possibility of energy drain out of any particular node due to excessive usage. If
after t transmissions some new node is selected for forwarding, then the previous
forwarding node has a chance to rejuvenate its battery either by energy harvesting
(GEBRES) [24] or by the natural bounce back capability of the battery.

The radio model decided for the scheme is in fact a result of constant evolution
upon the equation proposed in [25]. It was modified by Hwang and Pang [26] and
was again used in [7] as well. The radio model used in [26] has a serious drawback
of considering the transmission medium to be free space i.e. they have made energy
consumed for transmission proportional to d with its power being raised to 2.
Where, d is inter nodal distance. But in practice that is hardly going to be the case.
In fact the power of d can assume any value between 2 and 6 [27]. So it is better that
we keep that flexibility in our radio model. To generalize the equation one can take
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a middle path to assign 4 as the value of n. Again, from Frii’s free space equation we
know that the power consumed by a receiving node is not independent of the power
consumed for transmission and is a factor of the distance between the sender and
receiver [6]. Findings in [28] show that power consumed by a receiving node due to
the presence of transmitting node at a distance of 100 meters from itself is 10-8 W.
Since in our case we have considered the transmission range of a node to be 100 m,
the radio model proposed in this paper is as follows

PTX m0; dð Þ ¼ m0 � E þ m � _e � dn

PRX m0ð Þ ¼ m0 � E þ 10�8

where,
PTX Power required for transmission
PRX Power required for reception
m’ Data rate
e
,

Permittivity of the transmitting medium
E Minimum energy consumed for transmission/reception irrespective of the

total number of bits or inter nodal distance
d Distance between nodes
n path loss exponent whose value lies between 2 and 6

The above equation can be used when n has a value of 2. For higher values of
n the equation needs to be converted into dBm form. The generalized radio model
for any value of n is therefore of the following form

PTX m0; dð ÞdBm ¼ 10log10ðm0 � E þ m � e � dnÞ

PRX m0ð ÞdBm ¼ 10log10 m0 � E þ 10�8
� �

We have considered the operation scenario of the WSN to be like [5, 6] and
[7]—where there are multiple geocast regions/sinks and data forwarding takes
place via Fermat point for the triangular/polygonal region with sinks and source as
the vertices. Before ending this section we would like to represent the forwarding
scheme in algorithmic form. Following are the steps for our proposed forwarding
scheme.

Input: Node_id of the destination
Output: Boolean.
D_ID: Node_id of the destination.
N_ID: Node_id of the node presently holding the packet.
NN: Number of neighbors of the forwarding node.
neigh[]: Node_id of all the neighbors for a node.
res-energy[]: Residual energy of all the neighbors for a node.
Neigh_ID = Node_id of a neighbor.
flag = 0
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for(i = 0; i \ NN; i++)
{d = dist (N_ID, D_ID);
if (d \= 100)
flag = 1;
if (flag == 0)
next_hop = KAPPA(D_ID, NN, neigh[], res_energy[]);
else
next_hop = D_ID;}
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Fig. 7.2 Lifetime comparison for different forwarding schemes with similar deployment pattern
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Function Definition

dist (N_ID, D_ID) Input: Node id of the destination, Node id of the node presently
holding the packet
Output: Distance between the nodes in meters

KAPPA
(D_ID,NN,neigh[],res-
energy[])

Input: Node id of the destination, Number of neighbors, Node id of
all the neighbors, Residual energy of all the neighbors
Output: Node id of the neighbor with highest value for j within
the neighbor list
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7.4 Results

The experimental scenario comprises a rectangular 350 9 350 m2 area with sinks
at its corners. Within the said area there are 100 homogeneous nodes deployed in
pseudo-random manner with transmission radius of each node equal to 100 m. All
these nodes, as stated earlier, sense and transmit data other than acting as relay
nodes. The initial energy assigned to the nodes is 2,400 J and the data rate is
256 kbps. The following table contains the different experimental parameters.

Of all the definitions discussed in Sect. 7.2, we pick up the one that seemed to
us to be the most relevant in the context of our application—network lifetime
based on the number of live nodes i.e. m out of n. When some distinct numbers of
nodes are dead in a network it gives rise to routing holes. When these holes are too
big, it may cause network partitioning and the network may be considered dead
even if a considerable number of nodes are still alive. Now obviously it is a matter
of discussion that what would be the exact number for m. It would surely depend
upon the node density in the network, the transmission range of the nodes and
would vary from application to application. We have thus taken different per-
centage values for m i.e. the percentage of dead nodes and have found out the
performance of our proposed scheme with that of the greedy forwarding and
residual energy based protocols for the same number of nodes and same deploy-
ment pattern. Network lifetime has been calculated in mega-seconds (9106).
Figure 7.2 is the corresponding graph for above findings.

Since the experimental data are the outcome of a simulation program, in order
to get better results we again have taken a series of results for these three for-
warding schemes and have found out the average lifetime of a network in mega-
seconds taking 40 readings for each scheme and have taken m as 25 %.

This time for each run we have taken different deployment patterns though
(Fig. 7.3). Yet another way of finding the lifetime in simulation environment with
some higher degree of precision is to clip off a certain percentage of readings from
the top and bottom of the list. The results for the same are plotted in Fig. 7.4.
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7.5 Conclusion

The proposed scheme performs better as compared to greedy forwarding and
energy based forwarding when it comes to lifetime of a sensor network. Moreover,
it takes the best of both greedy and residual energy based forwarding schemes.
As future work we are planning to assign different weight age values for
geographical location and residual energy of a node while calculating j. This may
throw further light on the energy consumption pattern and thus the lifetime of
WASNs.
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Chapter 8
Concept Similarity and Cosine Similarity
Result Merging Approaches
in Metasearch Engine

K. Srinivas, A. Govardhan, V. Valli Kumari and P. V. S. Srinivas

Abstract Metasearch engines provide a uniform query interface for Internet users
to search for information. Depending on users need, they select relevant sources
and map user queries into the target search engines, subsequently merging the
results. In this paper, we have proposed a metasearch engine, which have two
unique steps (1) searching through surface and deep web, and (2) Ranking the
results through the designed ranking algorithm. Initially, the query given by the
user is given to the surface and deep search engines. Here, the surface search
engines like Google, Bing and Yahoo are considered. At the same time, the deep
search engine such as, Infomine, Incywincy and CompletePlanet are considered.
The proposed method will use two distinct algorithms for ranking the search
results, which are concept similarity and cosine similarity.
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8.1 Introduction

In our work, we tried to develop an advanced metasearch engine. The proposed
visible and invisible web-based Metasearch engine is divided into two major
steps, (1) searching through surface and deep web, and (2) Ranking the results
through the designed ranking algorithm. Initially, the query given by the user is
given to the surface and deep search engines. Here, the surface search engines
like Google, Bing and Yahoo can be considered. At the same time, the deep
search engines such as, Infomine, Incywincy and CompletePlanet can be con-
sidered [1]. Once more number of pages are obtained from the visible and
invisible web, the ranking of those pages is carried out to provide the most
relevant pages. The ranking of those pages is carried out using the proposed
algorithm that considers the similarity of input query to those web pages as well
as the inter-similarity among the web pages retrieved. Finally, the experimen-
tation is done to prove the efficiency of the proposed visible and invisible web-
based Metasearch engine in merging the relevant pages [2].

The main contributions of our proposed approach are the two distinct algo-
rithms that we have adapted for the search in the web. The algorithms are based on
similarity measures, one algorithm is based on concept similarity and other is
based on cosine similarity. We use the search results from both surface web search
and deep web search as the input to the two algorithms. The proposed approach
has given significant result in the experimentation phase [3, 4].

8.2 Proposed Metasearch Engine Algorithms

The proposed method is concentrated mainly on two algorithms. The basic
architecture is build up from the search results obtained from the deep web search
and the surface web search. The user has full control on giving the query to the
proposed metasearch engine. We have proposed two algorithms for the processing
in the metasearch engine [5].

1. Algorithm-1: Concept similarity based metasearch engine
2. Algorithm-2: Cosine similarity based metasearch engine
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8.2.1 Algorithm-1: Concept Similarity Based Metasearch Engine

A concept is a keyword which has some relation with the documents, and has some
particular characteristics. This concept is related to documents and is also related
with other concepts in the domain, which it belongs. The set of keywords are the
input in this first stage of concept map extraction. Consider that we have a domain
which consists of a set of concepts,

D ¼ k1; k2; . . .. . .. . .; kn

Where, D is the domain and kiis concept that belongs to the domain. The aim of
this step is to find the relation between the keywords and hence finding concepts to
the domain. We adopt a sentence level windowing process, in which the window
moves in a sliding manner. The text window formed is four term window which
enclosed in a sentence. Initially, we find the highest frequent word and then, the
approach finds the dependency of this word to other and other words to this [6].

freqðxÞ ¼ Xn

Nk
;X 2 k:

Here, we find the most frequent element using the above mentioned equation.
Xn represents the number of x present in the domain, where x is the element which
is subjected for the frequency finding. Nk is the total number of elements in the
domain. After finding the most frequent keyword, we have to find whether it
belongs to a concept in the concept map [7, 8]. The selection that keyword to a
concept is done by finding the inter relation between that keyword and other
keywords. The bond between two keywords are obtained through finding the
probability of occurrence of the keywords, we adopts a conditional probability for
finding the relation between the keywords. The value of the dependency is used to
extract the concept. If the keyword shows higher dependency between others, then
it is considered as concept. Analysis of the method shows that the more the
dependency the more the concept gets extracted from the text corpora. The
dependency of the terms can be calculated through the following way,

depðx : yÞ ¼ PðxjyÞ
PðyÞ ; x; y 2 D:

PðxjyÞ ¼ Pðy \ xÞ
PðxÞ

The function depðx : yÞ is used for finding the dependency between the terms
and thus extract the concept which is required for the concept map extraction. The
terms x and y represents the terms from the domain D. The function Pð:Þ is the
probability of each word present in the domain. Both, the conditional probability
and the probability are used in the proposed approach. Thus, the concept belong to
each document is found from the further processes. The concept is then considered
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as a term and the term belongs to the set of documents is obtained after the search
[9, 10]. The concepts is prominent character for the documents which posses it.
The main advantage of the concept is, it is composed of one or more top N
keywords extracted from the documents. The concepts possess prominent part in
the proposed metasearch engine. The next phase of the proposed approach is
building an N 9 M matrix. In which the term frequency of the concept is iden-
tified in the documents in accordance with the search query.

Example 1 For a query like ‘‘data mining’’.

Step 1 find the frequency of ‘‘data’’, i.e. P(data)
Step 2 find the frequency of ‘‘mining’’, i.e. P(mining)
Step 3 find the frequency of ‘‘mining’’ and ‘‘data’’, i.e. P(min ing \ data)

Step 4 find Pðmin ing\dataÞ
Pðmin ingÞ , i.e. Pðmin ingjdataÞ

Step 5 find Pðmin ingjdataÞ
PðdataÞ , i.e. dep(mining : data)

Step 6 dep values are passed to N 9 M formation.

In the similar way, concept in the every document is extracted and that terms
are subjected for the N x M matrix calculation.

8.2.1.1 N 3 M Matrix Formation

The dep values of the document are arranged in an N x M matrix for the final
calculation. In the N 9 M matrix the N is the number of concepts and M is the
number of documents, which obtained from the search engines. All the depen-

dency values of the terms in the documents are calculated using the depðx : yÞ ¼
PðxjyÞ
PðyÞ ; x; y 2 D: formulae. Then a row wise sum operation is initiated on each

document to find its relevance to the search based on the terms it posses.

d1 d2 dn
P

values

c1 depðc1; d1Þ depðc1; d2Þ depðc1; dnÞ
PN

n¼1
depðc1; dnÞ

. . . . . . . . . . . . . . .

cn . . . . . . . . . . . .
PN

n¼1
depðcn; dnÞ

N 9 M matrix
Where d1, d2 …., dn 2 D, and c1; c2; . . .; cn 2 C, C is the set concepts. TheP
values are calculated and then it is sorted in descending order and a threshold is

set for the
P

values. The
P

values those are higher than the thresholds are
selected as the search results and those documents are retrieved to the user as the
final search result.
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8.2.2 Algorithm-2 Cosine Similarity Based Metasearch Engine

The next phase of the proposed method deals with the term frequency (TF) and
the inverse document frequency (IDF). The TF-IDF function is the centre of the
proposed method, i.e. their values controls the flow of the proposed method. The
term frequency–inverse document frequency is a numerical statistic which reflects
how important a word is to a document in a collection or corpus. It is often used as
a weighting factor in information retrieval and text mining. The TF-IDF value
increases proportionally to the number of times a word appears in the document,
but is offset by the frequency of the word in the corpus, which helps to control for
the fact that some words are generally more common than others. Variations of the
TF-IDF weighting scheme are often used by search engines as a central tool in
scoring and ranking a document’s relevance to given user query. In the proposed
method the use of the TF-IDF through a specific formula is done [11, 12].

The term count in the given document is simply the number of times a given
term appears in that document. This count is usually normalized to prevent a bias
towards longer documents to give a measure of the importance of the term t within
the particular document D. Thus we have the term frequency,

TFðt;DÞ ¼ No ofterm t in document D

The inverse document frequency is a measure of whether the term is common
or rare across all documents. It is obtained by dividing the total number of
documents by the number of documents containing the term, and then taking the
logarithm of that quotient.

IDFðt;DÞ ¼ log
jDj

jt 2 d : d 2 Dj

Where, |D| is the cardinality of D, or the total number of documents in the
corpus and the expression is the number of documents where the term t appears
[7].

The proposed method formulates the TF-IDF weightage with specific formulae,
which can be given by,

TF � IDFðt; d;DÞ ¼
X

t2d

ðTF � IDFÞ1 � ðTF � IDÞ2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P
t2d1

ðTF � IDFÞ21 �
P
t2d2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðTF � IDÞ22

qs

This value of TF-IDF is calculated for all the terms in the document and the
resultant values are passed to processes the N x N matrix.
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8.2.2.1 N 3 N Matrix Formation

The TF-IDF values of the document are arranged in an N x N matrix for the final
calculation. In the N 9 N matrix the N is the number of documents, which
obtained from the search engines. All the TF-IDF values of the terms in the
documents are calculated using the TF-IDF(t,d,D) formulae. Then a row wise sum
operation is initiated on each document to find its relevance to the search based on
the terms it posses [8].

d1 d2 dn
P

values

d1
½TF � IDFðt; d1Þþ

TF � IDFðt; d1Þ�
½TF � IDFðt; d1Þþ

TF � IDFðt; d2Þ�
½TF � IDFðt; d1Þþ

TF � IDFðt; dnÞ�
PN

n¼1

½TF � IDFðt; d1Þþ
TF � IDFðt; dnÞ�. . . . . . . . . . . . . . .

dn . . . . . . . . . . . .
PN

n¼1

½TF � IDFðt; dnÞþ
TF � IDFðt; dnÞ�

N 9 N matrix
Where d1, d2 …., dn 2 D. The

P
values are calculated and then it is sorted in

descending order and a threshold is set for the
P

values. The
P

values those are
higher than the thresholds are selected as the search results and those documents
are retrieved to the user as the final search result.

8.3 Results and Performance Analysis

In this section the performance is evaluated of different search engines and with
the proposed metasearch engine. The evaluation is done for different search
queries and their responses to the evaluation function. The performance of the
proposed system is different for different keywords given to it [13]. The behavior
of the search engines and the proposed method is evaluated according to the given
keywords. In this process we consider the following search engines, Google and
Bing as surface search engines and Infomine and Incywincy as deep web search
engines [14]. The performance of the above mentioned search engine are com-
pared with the proposed metasearch engine based on the two algorithms, i.e.
Concept based metasearch engine and TF-IDF weight age based metasearch
engine (Table 8.1).

Table 8.1 Analysis factors

Search engines Keywords

Google Data mining
Bing Network security
Infomine Data replication
Incywincy Image processing
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Consider the analysis based on keyword data mining. In the proposed method
we have two algorithms to process with. So the data mining is given as input query
to the search engines, according to the algorithm one it will generate some doc-
uments related to data and mining. Top n keywords from the documents are
selected and then the concept is generated as ‘‘Data Mining’’ with the help of
dependency value. Then from the N 9 M matrix, the relevant web sites or
documents are selected. The responses of the keyword ‘‘Data Mining’’ is given
below. The TREC-style average precision (TSAP) values of the concept data
mining are plotted in the below table [15].

The analysis from the Table 8.2 showed that the most ranked results are
generated for the two proposed algorithms. The value obtained are 0.76 and 0.75
@N = 10 and 0.82 and 0.80 @N = 20 respectively for algorithm 2 and algorithm
1, which is higher value than the other search engines considered in the evaluation
process. It can be stated that, the results are more feasible with the proposed
methods. Similarly all other keywords are processed with the above stated search
engines.

The analysis from the Table 8.3 showed that the most ranked results are
generated for the two proposed algorithms. The value obtained are 0.76 and 0.78
@N = 10 and 0.83 and 0.81 @N = 20 respectively for algorithm 2 and algorithm
1, which is higher value than the other search engines considered in the evaluation
process. The response to the second keyword is little bit higher than the first
keyword.

The analysis from the Table 8.4 showed that the most ranked results are
generated for the two proposed algorithms. The value obtained are 0.75 and 0.77
@N = 10 and 0.84 and 0.84 @N = 20 respectively for algorithm 2 and algorithm
1, which is higher value than the other search engines considered in the evaluation
process. In this case, the Algorithm one performs little more sensitive to the give
keyword than the other search measures.

The analysis from the Table 8.5 showed that the most ranked results are
generated for the two proposed algorithms. The value obtained are 0.69 and 0.74
@N = 10 and 0.80 and 0.82 @N = 20 respectively for algorithm 2 and algorithm
1, which is higher value than the other search engines considered in the evaluation
process.

Table 8.2 TSAP values for ‘‘data mining’’

Search engine N = 10 N = 20

Google 0.40 0.55
Bing 0.30 0.35
Infomine 0.60 0.60
Incywincy 0.53 0.60
Proposed algorithm 1 0.75 0.80
Proposed algorithm 2 0.76 0.82
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The evaluation of the four key words states that our metasearch engine is
sensitive to the user input and it has upper hand over the other methods in different
search criteria [16].

In Fig. 8.1, the comparison of the TSAP values of different keywords are
plotted with respect to the concept similarity based algorithm and the cosine
similarity based algorithm. The Fig. 8.1 shows that the cosine similarity algorithm
performs little less as compared to the concept similarity based algorithm. Even
though, by neglecting their individual performance the proposed algorithm
performs a way higher than the traditional search engines [17, 18].

The plotting in Fig. 8.2 shows the performance of the proposed approach with
all other search engines considered in the experiment.

Table 8.3 TSAP values for ‘‘network security’’, analysis based on keyword ‘‘network security’’

Search engine N = 10 N = 20

Google 0.35 0.45
Bing 0.50 0.45
Infomine 0.55 0.50
Incywincy 0.63 0.65
Proposed algorithm 1 0.78 0.81
Proposed algorithm 2 0.76 0.83

Table 8.4 TSAP values for ‘‘data replication’’, analysis based on keyword ‘‘data replication’’

Search engine N = 10 N = 20

Google 0.40 0.45
Bing 0.38 0.43
Infomine 0.60 0.65
Incywincy 0.68 0.75
Proposed algorithm 1 0.77 0.84
Proposed algorithm 2 0.75 0.84

Table 8.5 TSAP values for ‘‘image processing’’, analysis based on keyword ‘‘image processing’’

Search engine N = 10 N = 20

Google 0.57 0.59
Bing 0.48 0.53
Infomine 0.70 0.75
Incywincy 0.78 0.85
Proposed algorithm 1 0.74 0.82
Proposed algorithm 2 0.69 0.80
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8.4 Conclusion

Now-a-days the search engines have been replaced with metasearch engines for
getting more accurate and precise outputs. The metasearch engines are used
because they are capable of overcome the limitations faced by the normal search
engines. The proposed method introduces two algorithms, which improves the
metasearch engine results. The proposed method defines two algorithms, they are
concept similarity based method and cosine similarity based method. The first one
considers the keyword as a concept and finds its relevance to the search criteria, on
the other hand, cosine similarity makes use of the term frequency and inverse
document frequency. The experimental results have shown that the proposed
algorithm out performs the other search engines. The evaluation criteria we used in
the proposed algorithms is TSAP. The futuristic advancements can be done by
incorporating different evaluation parameters to the proposed methods.
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Chapter 9
Aspect Dependency Analyzer Framework
for Aspect Oriented Requirements

K. Santhi, G. Zayaraz and V. Vijayalakshmi

Abstract Aspect Oriented Software Development (AOSD) is an emerging
software development technology that seeks new modularizations of software
systems in order to isolate broadly based functions from the main program’s
business logic. AOSD permits multiple concerns to be expressed separately and
automatically unified into working systems. However, the complexity of interac-
tions between aspects and base modules and among different aspects may reduce
the value of aspect-oriented separation of cross-cutting concerns. This framework
exploits the dependencies generated by the operators such as before, after, around
and replace. It uses the specification of composition of aspects and if a conflicting
situation emerges in a match point, it uses dominant candidate aspects to produce
rules for composition which may be used to guide the process of composition. The
proposed work generates a composition rule for each match point.

Key Words Aspect � AOSD � Cross-cutting concern � Framework � Match point

K. Santhi (&) � G. Zayaraz � V. Vijayalakshmi
Department of CSE, Department of ECE, Pondicherry Engineering College,
Puducherry 605 014, India
e-mail: santhikrishnan@gmail.com

G. Zayaraz
e-mail: gzayaraz@pec.edu

V. Vijayalakshmi
e-mail: vvijizai@pec.edu

V. V. Das (ed.), Proceedings of the Third International Conference on Trends in Information,
Telecommunication and Computing, Lecture Notes in Electrical Engineering 150,
DOI: 10.1007/978-1-4614-3363-7_9, � Springer Science+Business Media New York 2013

75



9.1 Introduction

Traditional software development focuses on decomposing systems into units of
primary functionality, while recognizing that there are other issues of concern like
distribution, fault tolerance and synchronization that do not fit well into the
primary decomposition. AOSD focuses on the identification, specification and
representation of cross-cutting concerns and their modularization into separate
functional units as well as their automated composition into a working system [1].
From the modularity, adaptability point of view, the separation of aspects in the
base modules reduces the dependency between modules and improves modularity
[2]. Some interactions may lead to the expected behavior while others are spring of
unanticipated inconsistencies. Thus, it is desirable to detect interactions and
potential inconsistencies, as early as possible in the life cycle, preferably at the
requirement phase [2, 3]. Resolving conflicts at requirements phase is cheaper,
faster, and desirable than carrying out necessary code modifications later on-the-fly
[4, 5].

The rest of the paper is organized as follows: Sect. 9.2 introduces some
background information related to this research. Section 9.3 briefly summarizes
the framework and the main idea of the research is applied on a case study and
Sect. 9.4 draws some conclusions and suggests directions for future work.

9.2 Background

The motivation for aspect-oriented programming approaches is to modularize
crosscutting concerns. The implementation of a concern is scattered if its code is
spread out over multiple modules. The concern affects the implementation of
multiple modules. Its implementation is not modular [4, 6]. The implementation of
a concern is tangled if its code is intermixed with code that implements other
concerns. The module in which tangling occurs is not cohesive. Scattering and
tangling often go together, even though they are different concepts.

9.3 Aspect Dependency Analyzer Framework

In this paper we propose a framework that allows the user to analyze interaction
between aspects, identify aspects interactions, detect and resolve the conflicts
between them based on the search of Hamiltonian path in which enhanced edge
removal [6] and enhanced edge addition algorithm [6] are used to find the optimal
path. The composition specification of aspect specifies its composition, i.e. where
and how it will be attached at join points. The D-ACT approach for analyzing the
interaction in one join point [2] is shown in Fig. 9.1. The analysis activity includes
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the following tasks—Detecting interactions between aspects; detecting depen-
dencies; Removing the conflicting dependencies and adding required dependen-
cies; Reasoning and resolving conflicts; Generating composition rule.

Initially the Dependency graph is generated and the fictive dependencies
(artificial dependency) if any are identified. Then transitive closure of the graph
must be identified. If there is no loop but Hamiltonian path (A Hamiltonian path in
an undirected graph is a path that visits each vertex exactly once) exist, the
composition rule can be generated. If the Hamiltonian path does not exist, then the
algorithm finds the longest path by analyzing the conflicts in the graph.

Generate initial Dependency & fictive Dep endency Graphs

No

Hamiltonian Path

Exist
Hamilton
ian Path?

Yes

Generate transitive closure   

Exist loop?

Identify redundant edges

Remove the victim edge

Edges
Generate Composition 

Identify longest   Paths

Find not satisfied aspects

Identify Conflicted aspects

Find dependency among conflicted

Inserting Identified dependencies in the Graph

Yes No

Insert Edges 

Fig. 9.1 D-ACT (diminishing aspects of cyclic conflicts using transitive closure)
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Consider the example [2] where the candidate’s aspects A1, A2, A3, A4 and A5
affected the match point (join point) P.A match point is where the crosscutting
concern should join the behavior of the functional concern [7]. Suppose that:
Aspect A1 overlaps before the match point, aspect A2 overlaps after the match
point, aspect A3 wraps the match point, aspect A4 substitutes the match point,
aspect A5 overlaps before the match point, aspect A6 overlaps after the match
point.

For the Before operator the match point is never satisfied before the satisfaction
of the aspects and the satisfaction of P depends on the satisfaction of aspects A1
and A5, P ? A1 and P ? A5.For the After operator the match point must be
satisfied before satisfying the aspects and the behavior of aspect A2, A6 must be
attached after P, A2 ? P and A6 ? P.For the Around operator the behavior of
aspect A3 must be satisfied in parallel with the behavior of the join point
P, P =[ A3.For the Replace operator the operator substitutes the behavior of P by
the behavior of A4, A4 —[ P. To locate the fictive dependencies around and
replace operators are used. Operator Around: the behavior of aspect A3 must be
satisfied in parallel with the behavior of the join point P, A3 ? A1, A3 ? A5 are
identified. Operator Replace: Aspect A4 modifies the behavior of the join point P.
Therefore, it is concluded that, there exists a concrete probability that all aspects
depending on the join point P become dependent on the aspect A4. The fictive
dependencies A6 ? A4, A2 ? A4 are identified.

The dependency is a transitive relationship for aspects Ai, Aj, Ak: Ai depends
on Aj and Aj depend on Ak implies that Ai depends on Ak (Ai ? Ak). They allow
to generate the possible solutions on a certain degree of probability and to focus
the analysis on a reduced set of dependencies (Fig. 9.2).

A3

A2

A6

P

A1

A5A4

Fig. 9.2 Dependency graph with resolution dependencies (/)
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If there is no loop as well as no Hamiltonian path in the transitive closure, then
conflict exists. In this case, the longest paths are shown in Table 9.1.

A1 has a higher priority than A5 and A6 has a higher priority than A2,
A5 ? A1 and A2 ? A6. The new dependency graph is generated which includes
resolution dependencies. The transitive closure of dependency graph is also gen-
erated. At last, the Hamiltonian path: Ch = A2A6A4PA3A5A1 / is found again.
The composition rule is (according to the direction of the small arrow above the
path) : A1 before P A5 before P A3 around P A4 replace P A6 after P A2 after P.

In the case of existence of any loop, the redundant edges are identified and the
victim edge is removed using the enhanced edge removal algorithm. This algo-
rithm removes the path between two nodes if they are bi-directional and also call
the enhanced edge addition algorithm for all the parent nodes. The enhanced edge
addition algorithm adds a path between two nodes if they are different and there is
no path between those nodes. After performing these operations, again there is a
check for loop and the above procedure continues to find the composition rule.

Algorithm 1: Enhanced Edge Removal

1. //a ? b: = Edge to be removed
2. if 9 path from a ? b && b ? a
3. if a[b then remove a ? b
4. else b ? a end if
5. end if
6. for all parents p of a do
7. add p ? b with algorithm 2
8. end for
9. for all children c1 of a do

10. for all children c of b do
11. add c1 ? c with algorithm 2
12. end for
13. end for
14. if 9 path from a ? b && b ? a then
15. if a ? b is a fictive dependency then remove b ? a
16. else if b ? a is a fictive dependency then remove a ? b
17. else if a[b then remove a ? b else remove b ? a end if

Table 9.1 Longest path

Longest paths Analyze the longest paths

CH1-A2A4PA3A5 A6, A1 are not satisfied
CH2-A2A4PA3A1 A6, A5 are not satisfied
CH3-A6A4PA3A5 A2, A1 are not satisfied
CH4-A6A4PA3A1 A2, A5 are not satisfied
Synthesis of conflicts analysis Conflicts between(A1, A5)

Conflicts between(A6, A2)
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18. end if

Algorithm 2 Enhanced Edge addition

1. //a ? b: = Edge to be added
2. if (a = = b) then do nothing
3. if :9 path from a ? b then
4. add a ? b
5. end if

9.3.1 Case Study

The problem: a Movie Theaters Chain asks for a system providing a massive use of
functionality for public access [7]. It should offer mainly integrated on-line tickets
sales facility. Tickets can be bought, reserved or payed on-line. Main facilities
considered by the system are: on-line ticket bookings and ticket payment. Consider
the aspects, Response Time (RT) around Ticket Payment (TP), Security. Avail-
ability (S.AV) before Ticket Payment (TP), Precision after Ticket Payment (TP),
Security. Accuracy (S.AC) around Ticket Payment (TP), Ticket Booking (TB)
before Ticket Payment. On processing these aspects as per the proposed approach,
fictive dependencies and transitive closure were identified and after applying the
algorithm the optimal dependency graph was generated and the composition rule
[8] for the Movie Theatre: S.AV � Ticket Booking � (Ticket Payment || S.AC ||
RT) � Precision was gererated.

This composition rule expresses the sequential order into which each candidate
aspect must be composed. Availability, a sub concern of security must be satisfied
first before the ticket booking aspect. Then ticket payment must be satisfied in
parallel with accuracy, a sub concern of security, and response time. Finally
precision must be satisfied (Fig. 9.3).

9.4 Conclusion and Future Works

This framework describes to support crosscutting concerns during requirements
engineering. It extends the work developed in [2], providing new ideas for the
identification, specification and composition of crosscutting concerns using
Hamiltonian technique in which enhanced edge removal and enhanced edge
addition algorithms were used, it minimized the time complexity needed to find the
composition rules. The paper proposes the following tasks to be done in the future:
define composition rules at a finer level of granularity, i.e. compose crosscutting
actions; study the level of granularity at which a conflicting situation can be
handled; how to use the Petri net [9] to determine the join points with impressive
aspects (after, before, around and replace) to logical entities.
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Chapter 10
Hybrid Extremal Optimization
and Glowworm Swarm Optimization

Niusha Ghandehari, Elham Miranian and Mojtaba Maddahi

Abstract Glowworm Swarm Optimization algorithm is applied for the simulta-
neous capture of multiple optima of multimodal functions. In this paper, we have
attempted to create a Hybrid Extremal Glowworm Swarm Optimization (HEGSO)
algorithm. Aiming at the glowworm swarm optimization algorithm is easy to fall
into local optima, having low accuracy, and to be unable to find the best local
optima. However for solving these problems, the present algorithm has been
increased the probability of choosing the best local optima. Moreover we want to
use this method to have a best movement for agents in Glow worm optimization
algorithm. Simulation and comparison based on several well-studied benchmarks
demonstrate the effectiveness, efficiency and robustness of the proposed algorithms.

Keywords Extremal optimization � Glowworm swarm optimization � Hybrid
algorithm

10.1 Introduction

Glowworm Swarm Optimization Algorithm (GSO) is a novel algorithm, which
belongs to the group of algorithms based on swarm intelligence. The development
of the optimization algorithm called Glowworm Optimization Algorithm has been
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based on the behavior of glowworms (insects, which are able to modify their light
emission and use the bioluminescence glow for different purposes).

GSO algorithm is especially useful for a simultaneous search of multiple
optima, usually having different objective function values. Otherwise, only one
(local or global) optimum will be found. In GSO agents exchange information
locally. Moreover, their movements are non deterministic.

It should be pointed out, that GSO algorithm computes multiple optima in
parallel during one program run, what provides a set of alternative solutions to the
user. This is especially beneficial when search space represents parameters of e.g.
a real production process, where some conditions are easier to set up or simply
financially cheaper [1, 2].

Extremal optimization is an exploratory algorithm inspired from Bak-Sneppen’s
model. As pts name shows, this algorithm applies for resolving the optimization
problems. In this algorithm, the cells of Bak-Sneppen’s model are aligned with the
solution of problem. The solution in each step is enhanced by replacing the worst
cell amount with the other one. In this algorithm in contrast with Bak-Sneppen’s
model the adjoin cells is not changed by changes in one cell [3, 4]. However the
extremal optimization algorithm provides some proper solutions for the given
problems, then there is a high probability of remaining in the local optimum points
and locus other than the solution. For solving this problem, Boettcher and Percus
added the innovative parameter named s to the extremal optimization algorithm and
the new algorithm named extremal optimization with s has been introduced. In this
article, we use the parameter s instead of the selection of agent. So we choose the
best agent and increase the performance of algorithm [5] [6] [7].

The paper is organized as follows. Original GSO algorithm is presented in
Sect. 10.2. Extremal optimization algorithm with parameter s is present in
Sect. 10.3. Modified EGSO algorithm is presented in Sect. 10.4. Test functions,
performance measure and model constants and result of simulations are given in
Sect. 10.5. Conclusions are enclosed in the Sect. 10.6.

10.2 Basic Glowworm Swarm Optimization Algorithm

In Basic Glowworm Swarm Optimization Algorithm (GSO), each glowworm
distributes in the objective function definition space. These glowworms carry own
luciferin respectively, and has the respective field of vision scope called local-
decision range. Their brightness concerns with in the position of objective function
value. The brighter the glow, the better is the position, namely has the good target
value. The glow seeks for the neighbor set in the local-decision range, in the set, a
brighter glow has a higher attraction to attract this glow toward this traverse, and
the flight direction each time different will change along with the choice neighbor.

Each glowworm i encodes the object function value J (xi (t)) at its current
location xi (t) into a luciferin value li and broadcasts the same within its
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neighborhood. Ni (t) is the set of neighbors around glowworm i. Local-decision
range update:

ri
dðt þ 1Þ ¼ minfrs;maxfo; ri

dðtÞ þ bðnt � NiðtÞj jÞg ð10:1Þ

And rd is the glowworm’s local-decision range at the t ? 1 iteration, rs is the
sensor range, nt is the neighborhood threshold, the parameter ß affects the rate of
change of the neighborhood range. The number of glow in local-decision range:

NiðtÞ ¼ fj : xjðtÞ � xiðtÞ
�� ��\ri

d; liðtÞ\ljðtÞg ð10:2Þ

Xj (t) is the glowworm i’s position at the t iteration lj (t) is the glowworm i’s
luciferin at the t iteration, the set of neighbors of glowworm i consists of those
glowworms that have a relatively higher luciferin value and that are located within
a dynamic decision domain whose range rd

i is bounded above by a circular sensor
range rs (0 \ rd

i \ rs). Each glowworm i selects a neighbor j with a probability pij

(t) and moves toward it. Probability distribution used to select a neighbor:

pijðtÞ ¼
ljðtÞ � liðtÞP

k2NiðtÞ
lkðtÞ � liðtÞ ð10:3Þ

Movement update:

xiðt þ 1Þ ¼ xiðtÞ þ s
xjðtÞ � xiðtÞ
xjðtÞ � xiðtÞ
�� ��

 !
ð10:4Þ

Luciferin-update

liðtÞ ¼ ð1� qÞliðt � 1Þ þ cJðxiðtÞÞ ð10:5Þ

Li(t) is a luciferin value of glowworm i at the t iteration, q1(0,1) leads to the
reflection of the cumulative goodness of the path followed by the glowworms in
their current luciferin values, the parameter only scales the function fitness values,
J(xi (t)) is the value of test function.

10.3 Extremal Optimization with Parameter s

Although the extremal optimization algorithm provides some proper solutions for
the given problems, then there is a high probability of remaining in the local
optimum point and locus other than the solution. For solving this problem, pro-
posed algorithm added the innovative parameter named s to the extremal opti-
mization algorithm and the new algorithm named extremal optimization with
parameter s has been introduced. The variation in the new algorithm and the
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extremal optimization algorithm is related to the selection of replaceable cells. In
this algorithm for finding the replaceable cells we first order, progressively the
cells in terms of merits. Then, it is assigned to each cell the value pk which is
shown is Eq. (10.6). In this equation, k is ordered in terms of cell sequence:

Pk / k�s ð10:6Þ

After assigning the pk to each cell, the replaceable cell is chosen as follows:

1. In a loop, one of the cells is selected stochastically
2. A random number between 0 and 1 is selected
3. If the selected number is smaller than pk, the cell will be selected as replaceable

cell and the loop is closed, otherwise the loop is continued .

The general steps in extremal optimization algorithm with parameter s as
follows:

1. The original solution is regarded as the current and also the best solution
2. The cells is ordered progressively in terms of merits
3. Given the Eq. (10.1), one cell is selected as the replaceable cell and re-valued
4. The generated solution is regarded as the current solution
5. If the current solution is better than the best solution, it will be selected as the

best one
6. The step 2 is continued until the required solution is obtained
7. The best solution is returned

It is important to note that the given algorithm and the way in which the
replaceable cell is selected is the simple case of the limit optimization with
parameter s.

10.4 Hybrid Extremal Glowworm Swarm Optimization

As we mentioned, in the glowworm algorithm, the local factors is placed on the
Luciferin and selection of the best factor is very critical for moving toward it. Then
we use the extremal optimization with parameter s (s-EO) for choosing the best
factor which leads to increasing the high performance. The basis of the algorithm
is on the parameter s. We use the element in the formula 1/ks such that we place
the factors will be selected in the row matrix and order them progressively in term
of Luciferin level.

The random k ordered based on the indices of the factor is computed and placed
in the formula 1/ks. We need the other number q which is a random number in [0,
1] If 1/ks \ q, then the factor is selected, otherwise we continue until we find the
factor. Note that if s becomes large, then 1/ks will be a small number and it very
likely will be selected. For this reason, if k becomes large, then the selection
possibility will be go up and it means that the possibility of selecting the factor

86 N. Ghandehari et al.



with high Luciferin is increased. Note that the selection of s has significant effects
on the performance of algorithm (Fig. 10.1).

After an initial random distribution of possible solutions in the search space
every solution tries to find a better state, i.e. a better solution, uses information
carried by other solutions. The generic glowworm i is characterized by the position
in the search space x, the light intensity (luciferine) l-i and by a neighborhood
range ri [1].

10.5 Experimental Results Comparison Between GSO
and HEGSO

In this section, the efficiency of proposed algorithm is presented. For this purpose,
Standard functions borrowed from Ref. [4] are used to show proficiency of sug-
gested algorithm. In the below table, function with their characteristics are
described (All experiments have been done on 10 dimension functions).

The set of GSO and HEGSO parameters are as below: n = 100, max of iter-
ation max t = 1000, q = 0.4, c = 0.6, ß = 0.08, moving step s = 0.03, nt = 5
and initialization of luciferin l0 = 5.

Compare HEGSO and GSO with iteration t = 1000 that shows in Fig 5.1
(Fig. 10.2).

We want to calculate difference functions that mention in Table 10.1 in 1,000
iteration, to show effects of parameter s to decrease the Lucifren level (Figs. 10.3,
10.4, 10.5, 10.6).

Fig. 10.1 Pseudo code of the
proposed algorithm

10 Hybrid Extremal Optimization and Glowworm Swarm Optimization 87

http://dx.doi.org/10.1007/978-1-4614-3363-7_5#Fig1
http://dx.doi.org/10.1007/978-1-4614-3363-7_5#Fig1


0

0.5

1

1.5

F1 F2 F3 F4

GSO

HEGSOL
uc

if
re

n

Fig. 10.2 Compare GSO with HEGSO on different function in s = 2

Table 10.1 Benchmark Functions and Their Characteristics

Function Formulation Range Optimum

Sphere
f1ðxÞ ¼

Pn

i¼1
x2

i
½�2; 2�; ið1; . . .; n; n ¼ 10Þ 0

Rosenberg
f2ðxÞ ¼

Pn

i¼1
½100ðxiþ1 � x2

i Þ
2 þ ðxi � 1Þ2� ½�2; 2�; ið1; . . .; n; n ¼ 30Þ 0

Schwefel
f3ðxÞ ¼

Pi¼n

i¼1
ð
Pi

j¼1
xjÞ2

½�2; 2�; ið1; . . .; n; n ¼ 40Þ 0

Rastrigin f4ðx; yÞ ¼ 20þ ðx2 � 10 cosð2pxÞ þ y2

�10 cosð2pyÞÞ
½�2; 2�; ið1; . . .; n; n ¼ 60Þ 0

Fig. 10.3 The performance
of the proposed algorithm

Fig. 10.4 The performance
of the proposed on F1

function algorithm F2

function
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10.6 Conclusions

For Glowworm swarm optimization (GSO) the Probability to choose neighbors is
not good any time and this is a disadvantage of GSO. In this paper, we present hybrid
extremal glowworm swarm optimization algorithm (HEGSO). This algorithm chose
better neighbors to move toward them and it increased the performance of algorithm
The algorithm influenced by parameter s. As it is shown in experiments, the
presented algorithm has got excellence compared to previous ones.
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Chapter 11
Implementation of New Technique
for the Capacity Improvement
in Wavelength Division Multiplexing
Networks

N. Kaliammal and G. Gurusamy

Abstract In WDM network, the multicast routing and wavelength assignment
(MC-RWA) problem is for maximizing the number of multicast groups admitted
or for minimizing the call blocking probability. In this technique, the incoming
traffic is sent from the multicast source to a set of intermediate junction nodes and
then, from the junction nodes to the final destinations. Then, paths from source
node to each of the destination nodes and the potential paths are divided into
fragments by the junction nodes and these junction nodes have the wavelength
conversion capability. By simulation results, it is proved that the proposed tech-
nique achieves higher throughput and bandwidth utilization with reduced delay.

Keywords Multicast routing and wavelength assignment (MC-RWA) problem �
Total network capacity (TNC) � Least influence group (LIG) algorithm
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11.1 Introduction

11.1.1 Wavelength-Division-Multiplexing (WDM) Networks

On-demand provisioning of wavelength routed channels within the transport layer
has become more essential due to the recent emergence of high bit rate IP network
applications. This is determined by wavelength division multiplexing (WDM)
technologies. Due to the availability of ultra long-reach transport and all-optical
switching, the deployment of all-optical networks has been made possible [1].

The WDM network provides the capability of transferring huge amount of data
at high speeds by the users over large distance [2].

The light path establishment requires same wavelength and it should be used
along the entire route of the light path without wavelength conversion. This is
commonly considered to the wavelength continuity constraint [3].

11.1.2 Multicasting in WDM Networks

A network technology which is used for the delivery of information to a group of
destinations is called as multicast. This simultaneously uses the most efficient
strategy to deliver the message over each link of the network only once. Moreover,
it creates the copies only when the links to the multiple destinations split [4].

In conventional data networks, in order to allow a multicast session, a multicast
tree which is rooted at the source is constructed with branches spanning all the
destinations [5].

Several network applications which require the support of QoS multicast such
as multimedia conferencing systems, video on demand systems, real-time control
systems, etc. [6].

11.1.3 Routing and Wavelength in WDM

In WDM network, for maximizing the number of multicast groups admitted or for
minimizing the call blocking probability with certain number of wavelengths, the
multicast routing and wavelength assignment (MC-RWA) problem is studied [7,
8]. The problem of the node architecture is that they were designed without having
into account power efficiency, neither complexity of fabrication [9].

Bandwidth required for traffic paths depends on the ingress–egress capacities,
and the traffic split ratios. The traffic split ratio is determined by the arrival rate of
ingress traffic and the capacity of intermediate junction nodes [10].

92 N. Kaliammal and G. Gurusamy



11.2 Multicast Routing

The above diagram (Fig. 11.1) shows the routing process. The bandwidth
requirement for the routing paths R1 and R2 is derived. Consider a node i with
maximum incoming traffic Ii. Node i sends djIi amount of this traffic to node j
during R1 routing for each jeN and thus the traffic demand is djIi. Now, node i have
received diIk traffic from any other node k. Out of this, the traffic destined for node
j is dirkj since all traffic is initially split without regard to the final destination. The
traffic that needs to be routed from node i to node j at R2 routing is given below:

X

k2N

dirkj� diEj:

Thus, the traffic demands from node i to node j at the end of R2 routing is kiEj.
Hence, the maximum demand from node i to node j as a result of R1 and R2

routing is djIi ? diEj.
Let M = [mij] = [djIi ? diEj] be the fixed matrix which can handle the traffic

variation. It depends only on aggregate ingress–egress capacities and the traffic
split ratios d1, d2 …. dn, Thus the routing scheme is unaware to the changes in
traffic distribution.

11.3 Multicast Wavelength Assignment

11.3.1 Grouping the Paths

Assume the set Ri = {Ri
1, Ri

2 … Ri
j …} to represent all fragments of the path from

source to the ith destination in the multicast tree. Ri
j is the jth fragment of the path

i. If AWRi
j is the set of available wavelengths of the jth fragment of path i, then the

number of wavelengths in AWRi
j is regarded as the capacity of this fragment.

For the potential request paths, the set Pi = {pi
1, pi

2 …} is defined to indicate all
fragments of the ith potential request.

0

1 2

43 

S

R1
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Junction 
Node 

Fig. 11.1 Multicast routing
process
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The actual capacity of a path is basically determined by its fragment(s) with the
least capacity. The fragment(s) with the least capacity of a path is named the
critical fragment of that path. Let CPi and CPPi be the path capacity of the path i of
the multicast tree, and the potential path i, respectively, then

CPi ¼ min
1� j� riþ1

SCPR j
i ð11:1Þ

and

CPpi ¼ min
1� j� riþ1

SCPp j
i ð11:2Þ

A path may have more than one critical fragment. Let Fi = {fi
1, fi

2 …} be the set
of the critical fragments in the potential path i. Then Fi can be used to indicate
whether the potential path is affected or not during the wavelength assignment of
the multicast tree. Fragments which come from multicast tree with common links
are coupled using grouping. A group is composed of fragments whose links are
overlapped.

G ¼ G1;G2. . .Gm. . .GYf g ð11:3Þ

where G is the set of all groups in a multicast tree, Gm is the set of all fragments in
the mth group.

Let AWGm be available wavelength of all in the mth group. The group
capacity, CGm, is defined as the number of wavelengths in AWGm.

11.3.2 Total Network Capacity Estimation

The influence of network capacity is examined by checking whether the links of
potential paths overlap with those of the multicast groups. If the overlap occurs at
the critical fragments of the potential path and the assigned wavelength is the one
of the available wavelengths in that critical fragment, the path capacity of the
potential path will be affected. Let Cm(pi, k) be the capacity of pi being influenced
when the wavelength k is assigned in the mth group.

Cmðpi; kÞ ¼
1 if ðk 2 xwÞ ^ x 2 LSm;Fi

0 Otherwise

�
ð11:4Þ

The network capacity affected when k is assigned for the mth group, TNCm,k,
can be obtained by the summation of the influence of all potential paths as

TNCm;k ¼
X

pi2P

Cmðpi; kÞ ð11:5Þ

The Least Influence Group (LIG) algorithm selects the wavelengths for groups
to maximize the network capacity. The idea behind LIG algorithm is that the

94 N. Kaliammal and G. Gurusamy



wavelength having the least effect on the potential paths is chosen for that group.
The LIG algorithm is illustrated below:

AWGm = {k1, k2, k3….}

1. Find all pb whose links overlap in the links of group m
2. For each k2AWGm

TNCm;k ¼
X

pb2P0
Cmðpb; kÞ

3. Assign k in which TNCm, k is minimum in group m

11.4 Simulation Model and Parameters

In this section, the performance of multicast routing and wavelength assignment
technique is simulated using ns-2 network simulator [11]. The optical WDM
network simulator (OWNs) patch in ns2 is used to simulate a NSF network
(Fig. 11.2) of 14 nodes.

In this simulation, the results of MRWA are compared with ‘‘Resource Efficient
Multicast Routing (REMR) protocol [10]’’.

11.5 Performance Metrics

In this simulation the blocking probability, end-to-end delay and throughput is
measured.

• Bandwidth utilization: It is the ratio of bandwidth received into total available
bandwidth for a traffic flow.

Fig. 11.2 NSF network of 14 nodes
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• Average end-to-end delay: The end-to-end-delay is averaged over all surviving
data packets from the sources to the destinations.

• Throughput: It is the number of packets received successfully.

11.5.1 Results

11.5.1.1 Effects of Varying Traffic Rate

In the initial simulation, the traffic rate is varied as 2, 4, 6, 8 and 10 Mb and
measures the throughput, end-to-end delay and bandwidth utilization.

Figures (11.3, 11.4, 11.5) shows that the throughput is more in the case of
MRWA when compared to REMR, the delay of MRWA is significantly less than
the REMR and MRWA shows better utilization than the REMR scheme.

11.5.1.2 Effect of Varying Traffic

In this simulation, the number of traffic sources is varied as 1, 2, 3, 4 and 5 and
measure the throughput, end-to-end delay and bandwidth utilization.

Figures (11.6, 11.7, 11.8) shows that the throughput occurred when varying the
number of the throughput is more in the case of MRWA when compared to
REMR, the delay of MRWA is significantly less than the REMR and MRWA
shows better utilization than the REMR scheme.

11.6 Conclusion

By simulation results, it is proved that the proposed technique achieves higher
throughput (31 % increase) and bandwidth utilization (20 % increase) with
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reduced delay (29 % decrease) for varying rate & 24 % decrease in delay, 35 %
increase in utilization and 24 % increase in throughput for varying traffic sources.
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Chapter 12
A Comparative Review
of Contention-Aware Scheduling
Algorithms to Avoid Contention
in Multicore Systems

Genti Daci and Megi Tartari

Abstract Contention for shared resources on multicore processors is an emerging
issue of great concern, as it affects directly performance of multicore CPU systems.
In this regard, Contention-Aware scheduling algorithms provide a convenient and
promising solution, aiming to reduce contention. By providing a collection of the
scheduling methods proposed by latest research, this paper focuses on reviewing
the challenges on solving the contention problem for UMA(Uniform Memory
Access latency, single memory controller) and NUMA(Non Uniform Memory
Access latencies, multiple memory controllers) types of system architectures.
In this paper, we also provide a comparative evaluation of the solutions applicable
to UMA systems which are the most extensively studied today, discussing their
features, strengths and weaknesses. This paper aims to propose further improve-
ments to these algorithms aiming to solve more efficiently the contention problem,
considering that performance-asymmetric architectures may provide a cost-
effective solution.
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12.1 Introduction

Contention for shared resources in multicore processors is a well-known problem.
The importance of handling this problem is related with the fact that multicore
processors are becoming so prevalent in desktops and also servers, that may be
considered a standard for modern computer systems and also with the fact that this
problem causes performance degradation. Let’s consider a typical multicore sys-
tem described schematically in Fig. 12.1, where cores share parts of memory
hierarchy, that we call ‘‘memory domains’’, and compete for resources like last
level cache (LLC), memory controllers, memory bus and pre-fetching hardware.

Preliminary studies considered cache contention [8] as the most crucial factor
responsible for performance degradation. Driven by this assumption, they focused
on finding mechanisms to reduce cache contention like Utility Page Partitioning
[10] and Page Coloring [17].

Contention-Aware scheduling [2, 6, 9, 19] is proposed as a promising solution
to this problem, because it reduces contention, by applying different thread
migration policies. The major part of these studies, found solutions that could be
applied only in UMA (Uniform Memory Access) systems, that are not suitable for
NUMA (Non Uniform Memory Access).

So for UMA systems we will discuss DIO Scheduler, that uses thread classi-
fication schemes like SDC [13], LLC miss rate [19], Pain metric [19], Animal
Classes [15] to take the best scheduling decision; For NUMA architecture, that still
requires further research, is proposed DINO Scheduler. We will also discuss
AMPS scheduler design for asymmetric-architecture multicore systems, that
supports NUMA.

12.2 Contention-Aware Scheduling a Promising Solution1.1,
Checking the PDF File

There are previous studies on improving thread performance in multicore systems
were mainly focused on the problem of contention for the shared cache. Cache
partitioning has a significant influence on performance closely relating with exe-
cution time. J. Lin, Q. Lu, X. Ding, Z. Zhang, X. Zhang, and P. Sadayappan [8],
implemented an efficient layer for cache partitioning and sharing in the operating
system through virtual-physical address mapping. Their experiments showed a
considerable increase of performance up to 47 %, in the major part of selected
workloads. A number of cache partitioning methods have been proposed with
performance objectives [17] [10]. A. Fedorova, M. I. Seltzer, M. D. Smith [12]
designed a cache-aware scheduler that compensates threads that were hurt by
cache contention by giving them extra CPU time.

The difficulty faced from S. Zhuravlev, S. Blagodurov and A. Fedorova [19] in
evaluating the contribution that each factor has on performance was that all the
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degradation factors work in conjunction with each other in complicated and
practically inseparable ways.

So the classification scheme serves to identify applications that must be co-
scheduled or not. S. Zhuravlev, S. Blagodurov and A. Fedorova [19] help us with
their contribution in analyzing the effectiveness of different classification schemes
like:

• SDC (Stack Distance Competition), a well known method [13] for predicting the
effects of cache contention among threads, based on the data provided from
stack distance profiles, that inform us on the rate of memory reuse of the
applications.

• Animal Classes is based on the animalistic classification of application intro-
duced by Y. Xie and G. Loh [15]. It allows classifying applications in terms of
their influence on each other when co-scheduled in the same shared cache.

• Miss Rate is considered as the heuristic for contention, because it gives infor-
mation for all the shared resources contention.

• Pain Metric is based on cache sensitivity and cache intensity, where sensitivity is
a measure of how much an application will suffer when cache space is taken
away from it due to contention; intensity is a measure of how much an appli-
cation will hurt others by taking away their space in a shared cache.

As a perfect scheduling policy, it is used an algorithm proposed by Y. Jiang, X.
Shen, J. Chen, R. Tripathi [4].This algorithm is guaranteed to find an optimal
scheduling assignment, i.e., the mapping of threads to cores, on a machine with
several clusters of cores sharing a cache as long as the co-run degradations for
applications are known. The optimal scheduling assignment can be found by
solving a min-weight perfect matching-problem.

12.3 Proposed Schedulers for UMA Systems

Several studies investigated ways of reducing resource contention and as men-
tioned above in Sect. 12.2, one of the promising approaches that emerged recently
is contention-aware scheduling [6, 9, 19].

We mention here the co-scheduling tasks proposed for SMP [19, 22] and for
SMT [16]. These studies of contention-aware algorithms focused primarily on

Fig. 12.1 A schematic view
of a multicore system with 2
memory domains
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UMA (Uniform Access Memory). In this section we will review and evaluate
OBS-X, Vector Balancing scheduling policy, and DIO scheduler by discussing
their features, merits, but also their gaps.

12.3.1 OBS-X Scheduling Policy Based on OS Dynamic
Observations

According to R. Knauerhase, P. Brett, B. Hohlt, and S. Hahn [6], in a multicore
environment the Operating System (OS) can and should make observations of the
behavior of threads running in the system. Good policies can improve the overall
performance of the system or performance of the application.

They ran two sets of experiments across four cores in two LLC groups. The first
set of experiments consisted of four instances of cache-buster, an application that
consumes as much cache as possible and four instances of spin-loop, that con-
sumes CPU with a minimum of memory access. With the addition of OBS-X,
cache-buster performance increased between 12 and 62 %, comparing with the
default Linux default load balancing. The reason for the increase is that OBS-X
distributed the cache-heavy tasks across LLC groups, thus minimizing the
scheduling of heavy tasks together. To approximate real-world workloads, they ran
OBS-X with a set of applications from the SPEC CPU 2000 suite run. The overall
speedup increases to 4.6 %.

12.3.2 Vector Balancing Scheduling Policy

This policy reduces contention by migrating tasks, led by the information of task
activity vector [9], that represents the utilization of chip resources caused by tasks.
Based on the information provided form these vectors, it has been proposed from
A. Merkel, J. Stoess and F. Bellosa [9] the scheduling policy that avoids contention
for resources by co-scheduling tasks with different characteristics. They compute
the cost for reading and it was proved that it required 54 CPU cycles.

Since these vectors update for every timer interrupt and task switch, this
increase in the execution time is considered negligible. This policy can be easily
integrated in the OS balancing policy, so we can exploit the existing strategies.
This assumption is a weakness because it limits the space where the Vector
Balancing can be applied successfully.
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12.3.3 DIO (Distributed Intensity Online) Scheduler

S. Zhuravlev, S. Blagodurov and A. Fedorova [19] proposed DIO contention-
aware scheduler. DIO scheduler continuously monitors the miss rates of applica-
tions, as we argued in Sector 2 that it was the best contention predictor, then finds
the best performance case and separates threads. This makes DIO more attractive
since the stack distance profiles, which require extra work to obtain online, are not
required. DIO was experimented in AMD Opteron with 8 cores, 4 cores for each
domain. DIO improved performance by up to 13 % relative to default. Another use
of DIO is to ensure QoS (Quality of Service) for critical applications, since it
ensures to never select the worst performance case of the scheduler.

12.4 Adaptation of Contention-Aware Schedulers
for NUMA Systems

Research studies on contention-aware algorithms, were primarily focused on UMA
(Uniform Memory Access) systems, where there are multiple shared last level caches
(LLC). Modern multicore systems are using massively the NUMA (Non Uniform
Memory Access) architecture, because of its decentralized and scalable nature.
In these systems there is one memory node for each memory domain. Local nodes can
be accessed for a shorter time than the distant ones, and each node has its own
controller. According to S. Blagodurov, S. Zhuravlev, M. Dashti and A. Fedorova
[2], when existing contention-aware schedulers designed for UMA architectures,
were applied on a NUMA system (illustrated on Fig. 3 [2]), they did not effectively
manage contention, but they also degraded performance compared with the default
contention-unaware scheduler (30 % performance degradation).

12.4.1 DINO Contention-Management Algorithm
for NUMA Systems

As argued above, previous contention-aware algorithms were valid only on UMA
architectures, but when applied to NUMA architectures, used in today’s modern
multicore processors hurt their performance. To address this problem, a conten-
tion-aware algorithm on a NUMA system must migrate the memory of the thread
to the same domain where it migrates the thread itself. In the study of S. Bla-
godurov, S. Zhuravlev, M. Dashti and A. Fedorova [2], they have designed and
implemented Distributed Intensity NUMA Online (DINO).

DINO scheduler uses the same heuristic model for contention as the DIO
(Distributed Intensity Online) scheduler discussed in Sect. 12.3.3, that uses the
LLC miss rate criteria for predicting contention.
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DINO can be extended to predict when co-scheduling threads on the same
domain is more beneficial than separating them, using techniques described in [14]
or [5]. DINO migrates the thread together with its memory. B. Goglin, N. Furmento
[3] developed an effective implementation of the move_pages system call in Linux,
which allows the dynamic migration of the large memory areas to be significantly
faster than in previous versions of the OS. DINO organizes threads in broad classes
according to their miss rates as shown in the research study of Y. Xie and G. Loh
[15]. The classes in which threads get divided are:

• Turtles: less than 2 LLC miss rates for 1000 instructions
• Devils: 2-100 LLC misses for 1000 instructions
• Super_Devils: more than 100 LLC misses for 1000 instructions.

So the migrations will be performed only when threads change their classes,
while they preserve their thread-core affinity relation as much as possible.

DINO in this situation should at least avoid memory migration back and forth,
preventing so performance degradation. DINO achieves this by separating threads
in classes as explained above. Results of DINO implementation showed that DINO
achieved up to 30 % performance improvements for jobs in the MPI workload.

12.4.2 AMPS the Scheduling Algorithm for Performance-
Asymmetric Multicore, System NUMA and SMP

Since industry is going towards multicore technology, and traditional operating
systems are based on homogenous hardware, and performance-asymmetric
architectures (or heterogeneous) [11]. As a first step towards this, T. Li, D. Ba-
umberger, D. A. Koufaty and S. Hahn [7] designed the operating system scheduler
AMPS, that manages efficiently both SMP and NUMA-style performance-asym-
metric-architectures. AMPS contains three components:

• Asymmetry-aware-load-balancing, that balances threads to cores in proportion
with their computing power

• Faster-core-first scheduling, that controls thread migrations based on predictions
of their overhead.

Our evaluation demonstrated that AMPS improved stock Linux for asymmetric
systems in the aspect of performance and fairness. AMPS uses thread-independent
policies, which schedule threads independently regardless of application types and
dependencies. This is considered a weakness that should be eliminated in the
future. Thread-dependent policies mostly exists in research. H. Zheng, J. Nieh [20]
dynamically detect process dependencies to guide scheduling.
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12.5 Conclusions and Discussions

Based on the wide dissemination of multicore processors, we chose to handle the
topic of contention for shared resources in such systems, as it affects directly their
performance. Through this paper we reviewed and discussed the best solutions for
this problem.

One of the major difficulty encountered during the design of such schedulers,
was selecting the most effective thread classification scheme. The best predictor is
Miss Rate, as it supplies us with information regarding contention for all resources.

To mitigate contention for shared resources, we discussed and reviewed the best
scheduling algorithms and policies, that do not perform equally when applied to
different multicore architectures. So for UMA systems, we reviewed OBS-X
scheduling policy, that uses the operating system dynamic observations on tasks
behavior to migrate threads.

For NUMA systems we have discussed the available solutions: DINO and
AMPS scheduler. The most appropriate solution for NUMA systems is the DINO
contention-aware scheduler, as it solves the performance degradation problem
associated with the previous contention-aware solutions by migrating the thread
along with its memory and also eliminates superfluous migrations. AMPS is the
first scheduler proposed for the performance-asymmetric architectures, that sup-
ports both NUMA and SMP-style performance-asymmetric architectures, but it
does not completely address contention, requiring further research in the future.
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Chapter 13
Developing Embedded Systems
from Formal Specifications Written
in Temporal Logic

Shigeki Hagihara, Takahiro Arai, Masaya Shimakawa
and Naoki Yonezaki

Abstract We propose a semi-automatic method for developing embedded systems
using program code extraction from formal specifications written in temporal logic.
This method consists of the following four steps. (1) Write a formal specification
for a system. (2) Refine the specification to adapt to the structure and function of the
hardware. (3) Obtain a transition system representing a program from the refined
specification. (4) Assign program codes to atomic propositions used in the speci-
fication, and convert the transition system to the program. As a case study to
demonstrate that the proposed method is practical, we generate a program which
controls a robot as a line tracer.
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13.1 Introduction

Recently, highly complex systems have been used to control hardware in safety
critical systems such as nuclear plants and aviation systems etc. These kinds of
systems must respond with appropriate timing to any requests of any timing. If the
system fails to respond in unexpected situations, fatal accidents may occur. In
order to develop safety-critical systems, a model checking technique [1, 2] is
widely used. Although this technique can find errors in systems effectively,
modeling systems requires a great deal of time. On the other hand, there is another
approach to developing safety critical systems, which is reported in this paper. In
this approach, we describe formal specifications in the temporal logic, and convert
the specifications into transition systems representing programs [3, 4]. In this
approach, we can obtain the transition systems automatically, and these systems
are guaranteed to satisfy the specifications. If we can convert the transition system
into programs correctly, the program is guaranteed not to contain errors. This
approach has a disadvantage that conversion to a transition system is a highly
complex process. However, recently there have been several studies on efficient
conversion, we can obtain transition systems from simple specifications.

Based on this approach, we propose a semi-automatic method for developing
embedded systems using program code extraction from formal specifications
written in temporal logic. This method consists of the following four steps. (1)
Write a formal specification for a system. (2) Refine the specification to adapt to
the structure and function of the hardware. (3) Obtain a transition system repre-
senting a program from the refined specification. (4) Assign program codes to
atomic propositions used in the specification, and convert the transition system to
the program. As a case study to demonstrate that the proposed method is practical,
we generate a program which controls a robot as a line tracer.

This paper is organized as follows. First, in Sect. 13.2, we present a method for
developing embedded systems by program code generation from formal specifi-
cations, and apply our method to development of a robot program. Next, in Sect.
13.3, we discuss future works. Finally, we conclude our results in Sect. 13.4.

13.2 Developing a Program for a Line Tracer

We show our method of developing embedded systems by showing program
generation from formal specifications written in linear temporal logic (LTL).
Controlled by the generated program, the 3pi robot [5] moves and traces a line.
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13.2.1 The 3pi Robot

The 3pi robot (shown in Fig. 13.1) is controlled through a programmable chip
microcontroller called Atmel AVR. It is easy to describe the control program by
using libraries prepared by Pololu Robotics & Electronics. The 3pi robot has two
wheels, one each on the left and right sides of the body. To control the speed of the
left and right wheels, we can use the following functions respectively.
void set_m1_speed (int lspeed)
void set_m2_speed (int rspeed)
The robot is able to turn by setting different values for the speed of the left and

right wheels. The robot has five sensors in front of the body. To recognize its
position against a line, we can use the function unsigned int read_line().
When the 3pi robot is located on the right side of the line, read_line() returns
a value between 0 and 1000. When the robot is located on the line, it returns a
value between 1000 and 3000. When the robot is located on the left side of the
line, it returns a value between 3000 and 4000.

13.2.2 Developing a Program for a Line Tracer

In this section, we show our method (Step 1–Step 4) for developing an embedded
system and constructing a program which automatically controls the 3pi robot.

Step 1: Describe a Formal Specification We describe a formal specification for
the system. We show the specification for line tracer in Fig. 13.2. We will rewrite
this specification formally. We must consider what are input events and what are
output events. In this case, environment is hardware. We cannot control what
information is obtained from sensors, but can observe this information. Hence, the
events by which the robot obtains information about its location are input events.
We prepare the input event propositions middle, right, and left corresponding to

Fig. 13.1 The 3pi robot
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these input events. On the other hand, since the robot can control which direction it
will move in, the events that cause it to go straight, those that cause it to turn left
(right), and the ones that cause it to stop are output events. We prepare the output
event propositions go_straight, go_left, go_right, and stop corresponding to these
output events respectively. By using these event propositions, we can describe the
specification in LTL as shown in Fig. 13.3, where G is a temporal operator rep-
resenting ‘always’, and X is also a temporal operator representing ‘at next’.

Step 2: Refine the Specification In Step 2, we refine the specification obtained in
Step 1, to adapt it to the structure and function of the robot. As mentioned in Sect.
13.2.1, the robot has two wheels which are controllable individually, and we can
control the direction of the robot by setting the speed of the wheels. From this fact,
we introduce the new output event propositions l and r, which represent the
rotation of the left and right wheels respectively. The output events propositions
go_straight, go_left, go_right, and stop can be paraphrased into r^l, r^:l, :r^l,
and :r^:l, respectively. Furthermore, the robot cannot obtain two different
information inputs about its location simultaneously. Hence, we add an assumption
about it. As a result of these refinements, the refined specification is shown in
Fig. 13.4. The procedure for refining the specification written in LTL was sum-
marized in our previous work [6].

Step 3: Convert the Specification into a Transition System In Step 3, we
convert the refined specification into a transition system. The specification is
required to satisfy realizability [3, 4, 7]. The realizability requires that there exists
a transition system such that for any input events of any timing, the system
produces output events such that the specification holds. A realizable specification
can be converted into a transition system which represents a program. If a spec-
ification is not realizable, the specification must be modified. The procedure for
modifying the specification was summarized in our previous work [8]. Here, we
use a realizability checker Lily [9, 10], which checks whether a specification is

1. If the robot receives the information that it is located on the line, it will go 
straight.

2. If the robot receives the information that it is located on the right side of the line, 
it will turn left. 

3. If the robot receives the information that it is located on the left side of the line, 
it will turn right. 

4. Otherwise, it will stop. 

Fig. 13.2 Specification of the line tracer

Fig. 13.3 The specification
written in LTL
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realizable or not, and generates a transition system from a realizable specification.
The specification in Fig. 13.4 is realizable, and is converted into the transition
system in Fig. 13.5 by Lily. The initial state of this transition system is shown at
the lower right. This transition system is bipartite. Input events and output events
are assigned to transitions. Small circles without characters are states of waiting
for input events to occur. Circles with characters are states where output events
occur. From a state of waiting for input events to occur, there are transitions
corresponding to all the patterns of occurrence of input events, and the next states
are determined by the occurrence of input events. On the other hand, from a state
where output events occur, there is only one transition. Outputs events corre-
sponding to the transition occur.

Step 4: Converting the Transition System into a Program In Step 4, we convert
the transition system obtained in Step 3 into a program code. This program code
follows transitions of the transition system and observes the input events and then
executes the output events. This program has a variable (called the state variable)
indicating the current state, and proceeds according to this variable. Output events
correspond to program operations. Since the output event propositions l and
r represent the rotation of left and right wheels respectively, we assign l, :l, r, and
:r to the program operations set_m1_speed(50), set_m1_speed(0),
set_m2_speed(50), and set_m2_speed(0), respectively. If a value of the
state variable corresponds to a state where output events occur, the corresponding
program operations are executed, and the state variable is updated to the next state.

On the other hand, input events correspond to conditional formulae. After the
function read_line returns a value, the value is stored in the variable

Fig. 13.4 The refined specification

Fig. 13.5 The transition system representing program behavior
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position. Since the input event propositions middle, right, and left indicate that
the robot gets information about its location from its sensor, we assign middle,
right, and left to the following conditional formulae using position.

right 0\position && position\1000
middle 1000\= position && position\3000
left 3000\= position && position\4000

If the value of the state variable corresponds to a state of waiting for the
occurrence of input events, the corresponding conditional formulae are evaluated,
and the state variable is updated to the next state according to the evaluation.

Through Step 1 to Step 4, we succeed in automatically generating C program
code which controls the 3pi robot as a line tracer. The code is 122 lines in length.
We confirmed that the program code moved the robot as a line tracer. As a result,
we confirmed that our method for developing an embedded system is practical for
an embedded system of this scale.

13.3 Future Work to Develop Practical Systems

Many practical embedded systems are required to satisfy real-time constraints, e.g.
‘‘The machine must respond in 0.5 s.’’ Real-time constraints can be described in
real-time logic such as MTL [11], MITL [12] and ECL [13]. Hence, by checking
the realizability of specifications with real-time constraints, we can adapt our
method to development of a real-time system. Although for many famous real-
time logics such as MITL and ECL, the realizability problem is undecidable [14],
the one for several subsets of the logics such as LTL v and MTL-B are decidable
[14, 15]. We are required to implement a realizability checker and investigate
whether our method is effective for developing real-time systems.

13.4 Conclusion

Our results clarified how to write formal specifications in LTL, how to refine the
specifications, and how to generate program codes from the specifications. This is
an important step towards developing safety critical embedded systems without
faults using a formal approach. Future work to develop a practical system are also
clarified. After these tasks are completed, it will be possible to develop large-scale
practical embedded systems.
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Chapter 14
Network Log Clustering Using K-Means
Algorithm

Preeti Sharma and Thaksen J. Parvat

Abstract Network attacks are a serious issue in today’s network environment.
The different network security alert system analyse network log files to detect
these attacks. Clustering is useful for wide variety of real time applications dealing
with large amount of data. Clustering divides the raw data into clusters. These
clusters contain data points which have similarity between themselves and
dissimilarity with other cluster data points. If these clusters are given to these
security alert systems, they will take less time in analysis as the data will be
grouped according to the criteria the security system needs. This can be done by
using k means clustering algorithm. In this first number of clusters are selected and
then centroids are initialized. Then data points are assigned to the cluster with
nearest centroid and mean of the centroid is calculated. This step is repeated till no
data points are left. The objective is to cluster the network data log so as to make it
easier for different security alert systems to analyse the data and detect network
attacks.
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14.1 Introduction

Clustering techniques are useful for a variety of real time applications dealing with
large amount of data. Nowadays there are vast number of intrusions and other
network attacks happening. For preventing and detecting these attacks many
network security alert systems are used like firewall, intrusion detection system
etc. These systems use raw data, that is, network log files for analysis. If these
systems are provided with clusters they will take less time to detect attacks. After
clusters are formed, they can be compared with existing labelled clusters to detect
deviation from normal behaviour.

14.1.1 Data Clustering

Data clustering is grouping of data into its subsets by using unsupervised learning.
These clusters then can be used for analysis, that is, for hypothesis formation or
decision making. The data points within a cluster are more similar to each other
than to data points belonging to other clusters. An example of data clustering is
shown in Fig 14.1. The input data is shown in Fig. 14.1a, showing the data points
are labeled similarly, and there are no clusters. In Fig. 14.1b, clusters are formed
and the data points belonging to same cluster are similarly labeled.

Clustering has manly three stages: feature selection/extraction, data represen-
tation and finding similarity between the data points and then grouping them. This
is depicted in Fig. 14.2.

Feature selection is selecting the most effective subset of the original features to
be used in clustering. Feature extraction is to use one or more transformation of the
input features to produce new salient features. Either or both of these techniques
can be used to obtain an appropriate set of features to use in clustering.

Fig. 14.1 Data clustering a raw data, b clustered data
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Data representation refers to the number of classes, the number of available
patterns, and the number, type and scale of the features available to the clustering
algorithm.

14.1.2 Network Traffic Log and Network Security

Nowadays almost all the systems are connected to networks. They access network
for different purposes, for sending and receiving data from the network. All the
activities and communication that the user does on network are recorded in logs.
These logs are further used by different security systems like intrusion detection
system, security alert systems, firewalls etc. to detect different network attacks.
Some of the common network attacks are flooding, smurfing, denial of service,
spoofing, Remote to local, unauthorized access to root etc.

Once data is clustered, as shown in Fig. 14.3 all of the instances that appear in
small clusters are labeled as abnormal behavior because, the normal instances
should form large clusters compared to intrusions and Malicious intrusions and
normal instances are qualitatively different, so they do not fall into same cluster.

Fig. 14.2 Stages in data clustering

Fig. 14.3 Clusters formed
with normal behavior and
abnormal behavior
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14.2 Related Work

In [1] clustering, unsupervised anomaly detection has been used for Intrusion
detection system (IDS) aims to identify attacks with a high detection rate and a low
false alarm rate. And to do so unsupervised k-means algorithm with labeling
techniques was used.

In [2] unsupervised robust clustering technique is used to detect anomalous
traffic flows, sequentially captured in a temporal sliding window basis. [3]
Proposed anomaly detection approach which classifies data clusters from baseline
and real traffic using the K-means combined with particle swarm optimization. In
[4], paper focuses on detecting intrusions or anomalous behaviors in WLANs with
data clustering techniques. In this, the wireless traces were converted into data
records that can be used for clustering and then, an efficient online K-means
clustering algorithm was used to group the data into clusters. Intrusive clusters
were then determined by distance-based heuristics.

In [5] Using the reduction methods, the simplified network security assessment
data set is established and the extraction by the decision-making rules is proposed
and verified. Through computing dependence, non-discernibility of network
security risk and management system parameters and relation of recognizing
security system, the method based on RS is used to judge the network security,
which is evaluated by using eigen value and more related system information are
mined. In [6] the efficiency and effectiveness of current important data clustering
techniques, partitioning and hierarchical, are evaluated for service analytics. In [7]
this paper, an efficient iterative optimization algorithm is proposed for clustering
distributed databases. In [8] a hybrid clustering method based on artificial fishes
swarm algorithm and K-means so called KAFSA is proposed. [9] Defines a
threshold distance for each cluster’s centroid to compare the distance between data
point and cluster’s centroid with this threshold distance through which the
computational effort can be minimized during calculation of distance between data
point and cluster’s centroid. It is shown that how the modified k-mean algorithm
will decrease the complexity & the effort of numerical calculation, maintaining the
easiness of implementing the k-mean algorithm.

Most of the experiments were done on standard datasets; in this paper we are
trying to implement it for real time dataset and overcome the key challenges faced
during implementing the same.

K-means clustering algorithm based on evidence accumulation has been used in
intrusion detection [10], which has increased the detection rate and could reduce
the false positive rate of attack detection. [11] Gives the following points which
tell us why we should go for K-means algorithm:

• A partitioning method classifies the data into k groups, which together satisfy
the requirements of a partition:

– each group must contain at least one object
– each object must belong to exactly one group.
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• In large databases, assigning class labels to a large number of objects can be
very costly.

• Solution is independent of order in which centroids are chosen, order in which
points are processed.

14.3 K-Means Algorithm

K-means clustering is one of the unsupervised computational methods used to
group similar objects into smaller partitions called clusters so that similar objects
are grouped together. The algorithm aims to minimize the within cluster variance
and maximize the intra cluster’s variance which is shown in Fig. 14.4. The
technique involves determining the number of clusters at first and randomly
assigning cluster centroid to each cluster from the whole datasets; this step is
called initialization of cluster centroid.

The distance between each point in the whole datasets and every cluster
centroid is then calculated using a distance metric (e.g. Euclidean distance). Then,
for every data point, the minimum distance is determined and that point is assigned
to the closest cluster. This step is called cluster assignment, and is repeated until all

Fig. 14.4 Computational
steps of k-means algorithm

14 Network Log Clustering Using K-Means Algorithm 119



of the data points have been assigned to one of the clusters. Finally, the mean for
each cluster is calculated based on the accumulated values of points in each cluster
and the number of points in that cluster. Those means are then assigned as new
cluster centroid, and the process of finding distances between each point and the
new centroid is repeated, where points are re-assigned to the new closest clusters.
The process iterates for a fixed number of times, or until points in each cluster stop
moving across to different clusters. This is called Convergence [11, 12].

Data matrix where x two p-dimensional data points and distance matrix which
shows the distance between the data points can be represented respectively in
matrix form as:

x11 . . . x1f . . . x1p

. . . . . . . . . . . . . . .
xi1 . . . xif . . . xip

. . . . . . . . . . . . . . .
xn1 . . . xnf . . . xnp

2

66664

3

77775

0
dð2; 1Þ 0
dð3; 1Þ dð3; 2Þ 0

: : :
dðn; 1Þ dðn; 2Þ . . . . . . 0

2

66664

3

77775

Figure 14.5 shows the data points depicted in the matrix with the distance
between them [11]. Generally, the distance between two points is taken as a
common metric to assess the similarity among the instances of a population. The
commonly used distance measure is the Euclidean metric as shown in (14.1),
which defines the distance between two points P = (x1(P), x2(P)…) and
Q = (x1(Q), x2(Q)…) is given by [11] :

dðP;QÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx1ðPÞ � x1ðQÞÞ 2 þ ðx2ðPÞ � x2ðQÞÞ2 þ � � �
� �r

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xp

j¼1

ðxj ðPÞ � xj ðQÞÞ 2

 !vuut
ð14:1Þ

However, the Euclidean distance consumes a lot of computational resources
when implemented in hardware due to the multiplication operation used for

Fig. 14.5 Graphical data
(3D)
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obtaining the square operation; this reduces the amount of parallelism that can be
exploited due to the need for calculating distances over and over. This is especially
true when using a large number of clusters. Thus, an alternative distance metric
called the Manhattan distance as shown below in (14.2) is used [11]:

dði; jÞ ¼ jxi1 � xj1j þ jxi2 � xj2j þ � � � þ jxip � xjpj ð14:2Þ

where i = (xi1, xi2… xip) and j = (xj1, xj2… xjp) are two p-dimensional data
objects.

It performs faster than the Euclidean metric [11], because it does not require
calculating the square offering better exploitation of parallelism and speed twice
than that obtained by Euclidean distance. However, the accuracy of this distance
measure was found to be slightly inferior to the Euclidean metric, but results were
still within an acceptable error. The time needed to complete the clustering method
for a whole datasets depends on the size of the set and the selected number of
clusters: the larger they are, the longer it will take to compute the distances.
Distance computation is the most computationally demanding part, and where
most of the K-means processing time occurs [12]. K means algorithm is relatively
efficient: O (tk (n)), where n is # instances, c is # clusters, and t is # iterations.
Normally, k, t � n. K means algorithm often terminates at a local optimum [11].

14.4 Experiments and Results

For experiments IDE Netbeans 6.9.1 is used with Jxl jar file, which is for reading
and writing Microsoft office excel sheets. The data set used here is network traffic
log report generated by Fortigate firewall of STES Lonavala campus network
45Mbps 1:1 lease line. It consists of 48 fields, out of which only 40 are selected for
clustering like date, time, destination and, source port, destination and, source IP,
received and, sent packet size, protocols, service type etc. every 24 h around four
million tuples are generated.

As shown in Fig. 14.6, here in our proposed System we are using the Data
captured by the network devices at our campus, STES, Lonavala, of existing
System of Computer Network. This data is stored in Ms Excel file, i.e., the
network log file, which we are using as input to our system. In this Technique we
used following steps to achieve Clustering of network data

1. Single Parameter: In the beginning we read the Excel data and retrieve it in a
java Data Structure object. Then this data is sent for securitization of single
parameters like Source IP, Source Port, Destination IP, and Destination Port
etc. Once this parameter matches with the raw data then we fetch complete row
of the value and then adding into another Data object which yields us a
Clustered value for single given parameter using K-means algorithm. The
Fig. 14.7 shows a cluster formed when given single parameter source port as
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21. Like single source port, any single parameter can be given to the system to
obtain clusters satisfying the condition of existence of that parameter.

2. Multi Parameter: In this Step we are using very strong and well know K- Means
Algorithm for clustering when multi parameter are giving as input to the
system. In the Initial K means, it detects the centroid of given parameter and
then decides distance value for the given parameter. Then by checking for the
converged values it is iterated till the formation of the desired cluster and end of
data. This is depicted in Fig. 14.8. Here in multi value parameter we are
clustering the data based on two values of the captured network data. For
example: if we want to cluster the data based on Destination IP with Desti-
nation Port, so that we can get the cluster of which IP is hitting on which port,
based on this we can come to know what kind of attack is happening. Like if the
port is 21, we know that it is for FTP and if the port is 80 then, we know it is for
HTTP.

So these multi-value parameters are helping us to track the exactness of the
attacking clusters. Here in our Project K-Means provide two leases possible

Fig. 14.6 State transition diagram

Fig. 14.7 Single parameter clustering
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clusters based on these value for more exactness. In Fig. 14.8, source port
(27388.0) and destination port (50983.0) are given as parameters for forming
clusters. We obtain two clusters, first is perfect cluster with these value and second
is buffer cluster containing the nearest values to these given parameter values.

As depicted in Fig. 14.9, as the number of data records increases 10000 times
still the time taken to form cluster changes very slitely. On the x-axis number of
data records is taken and on y-axis execution time in miliseconds. For 10000 data
records it took 511031 ms, likewise for 20000, 30000, 40000 it took 544000,
576281, 607765 ms respectively and so on. This shows that this experiment is time
efficient.

14.5 Conclusion

Network security is needed everywhere to protect personal information and data.
Traditional network security devices such as Intrusion Detection Systems (IDS),
firewalls, and security scanners operate independently of one another, with

Fig. 14.8 Multiple parameter clustering
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virtually no knowledge of the network assets they are defending. This lack of
information results in numerous ambiguities when interpreting alerts and making
decisions on adequate responses. So to enrich the Network security device intel-
ligence we always need a strong Data base that should contain the threat producing
data clusters. This is just like the data base of Antivirus which always contains
virus names. Here in our proposed system we cluster the information of the data
packets based on many parameters like source IP, Destination IP, Port, time etc.

The focus of this study was to cluster network traffic log successfully using k
means algorithm. These clusters are formed depending on single parameter and
multiple parameters taken from the data set. These clusters then can be used by
different network security alert systems for analysis and detecting network attacks.
So in short our model can act as a plug-in that can enrich the intelligence of the
network devices. However work is going on to enhance the method and make it
more efficient.
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Chapter 15
Improvement Public Key Kerberos Using
Identity-Based Signcryption

Hussein Khalid Abd-Alrazzaq

Abstract Several proposals have been developed that add public key cryptogra-
phy to various stages of Kerberos to make the protocol work with large user
communities and Public Key Infrastructures (PKI). But a man-in-the-middle attack
on PKINIT allows an attacker to impersonate Kerberos administrative principals
and end-servers to a client, hence breaching the authentication guarantees of
Kerberos. It also gives the attacker the keys which an Authentication Server (AS)
normally generates to encrypt the service requests of this client, hence defeating
confidentiality as well. In this paper we provide alternative approach as Public
crypto system instead of traditional public key infrastructure. This paper proposed
used identity-based signcryption in Kerberos, that is eliminate need to public key
certification that used in PKI by used identity of user as public key, and prevent the
men-in-the-middle attacker from obtain the authentication key or impersonate
Kerberos administrative principals. The identity-based signcryption used to sign
and encrypt the message in a same algorithm in order to achieve authentication and
confidentiality, also to avoid modified it during transmission.
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15.1 Introduction

Kerberos is a network authentication protocol, it is an authentication service
designed to allow clients to access servers in a secure manner over insecure net-
works. It is designed to provide strong authentication for client/server applications.
One of the most important achievements of Kerberos is secure authentication.

The Kerberos’s fundamental can be illustrated as: a KDC (key distribution
center) consists of two logically separate parts: Authentication Server (AS) and a
Ticket-Granting Server (TGS). The AS and TGS are responsible for creating and
issuing tickets to the clients upon request. The AS and TGS usually run on the
same computer, and are collectively known as the Key Distribution Center (KDC)
[1]. When the client authenticates itself to the AS which forwards the username to
a AS using a long-term shared secret. After receiving the user’s request after check
the user’s ID the AS issues a Ticket Granting Ticket (TGT), which is time stamped
and Session Key (used between Client and TGS), encrypts it using the user’s
password and returns the encrypted result to the user’s workstation. When the
client needs to communicate with TGS sends the TGT to it. After verifying the
TGT is valid and the user is permitted to access the requested service, the TGS
generates a session keys (for the communication between C and S) then issues a
Ticket, which is returned to the client. The client then sends using a session key the
request, which include a Ticket, to the Server (S). Later, when the client wants to
contact some S, it can reuse TGT to get additional tickets from TGS which it uses
to prove authentication to the S, without resorting to using the shared secret [2].

15.2 Public Key Cryptography for Initial Authentication
in Kerberos

The main limitation of Kerberos is the scalability of network security infrastruc-
tures is becoming a growing. As the number of new applications and Internet is
growing explosively, authentication schemes are needed which can be scaled to
easily handle millions of principals within a single realm of trust.

In Ref. [3] defined extensions (PKINIT) to the Kerberos protocol in order to
provide a method for using public key cryptography during initial authentication,
this concern through the integration of public key cryptography with traditional
Kerberos authentication. The advantages provided by public key cryptography
include simplified key management; therefore adding Public Key cryptography
will add a completely new dimension to Kerberos scalability as it eliminates the
need to establish a large number of shared secrets.

In addition, if there is an unauthorized entry into the KDC’s database, even if it
is a read-only access, the privacy of the user’s secret and the security of the KDC
will be compromised. But with public key cryptography to violate the security one
has to obtain the write access to the database [4].
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There are existing three proposals in Internet drafts to add Public Key Cryp-
tography to Kerberos:

1. Public key Cryptography for Initial Authentication in Kerberos (PKINIT) [5].
2. Public Key Cryptography for Cross Realm Authentication in Kerberos.
3. (PKCROSS) [6].
4. Public Key Utilizing Tickets for Application Servers (PKTAPP) [7].

15.2.1 PKINIT

PKINIT is an extension to Kerberos that uses public key cryptography to avoid
shared secrets between a client and KAS; it modifies the AS exchange but no other
parts of the basic Kerberos 5 protocol. The long-term shared key kCð Þ in the
traditional AS exchange is typically derived from a password, which limits the
strength of the authentication to the user’s ability to choose and remember good
passwords.

In PKINIT, the client C and the AS possess independent public/secret key pairs
are used for both signature and encryption, ðpkC; skCÞ and ðpkAS; skASÞ, respec-
tively. Certificate sets CertC and CertAS issued by a PKI independent from
Kerberos. In PKINIT the client must send a client’s certificates CertC and her
signature (with her secret key) over a timestamp and another nonce to establish
trust between the user and the. This information is included in the Kerberos pre-
authentication fields-defined in the specification to support extensions to the
protocol. The AS verifies the client’s identity by verifying the digital signature.
The AS replies to the client with a chain of certificates for the AS’s public key, the
AS’s digital signature using his secret key, and the session key, with nonce; all of
this is encrypted under Client’s public key [8].

15.2.2 PKCROSS

PKCROSS is a logical extension of PKINIT. If a client wants certain services form
a server, which is located remotely, then there has to be an authentication
procedure, which relates the KDC of the client (Local KDC) with the KDC of the
server (remote KDC). The primary reason why PKCROSS is used is to manage
the Cross Realm Authentication. It simplifies the multiple realm authentications.
The user needs to request a cross realm TGT request from its Local KDC so that it
can access the remote server. The messages exchanged between local and remote
KDC is similar to PKINIT, where the local KDC acts as a client. The local KDC
sends a request comprising of the PKCROSS flag set to the remote KDC. The
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remote KDC replies with a PKCROSS ticket and trusts the local KDC to issue the
remote realm TGT to its client on behalf of the remote KDC.

15.2.3 PKTAPP

In traditional Kerberos system, the KDC issues all TGS, remote KDC, and server
tickets in its realm. Thus, most authentication transactions should transit the KDC.
Therefore, it can become a performance bottleneck. In PKTAPP is a more efficient
protocol than traditional Kerberos from a message exchange perspective where the
client may deal directly with the application server. The aim of PKTAPP speci-
fication is to eliminate this potential bottleneck and reduce communications traffic
by implementing the authentication exchange directly between the client and the
application server. This variation was originally introduced as Public key based
Kerberos for Distributed Authentication [9], (PKDA) proposed by Sirbu &
Chuang, describes PK based authentication that eliminates the use of a centralized
key distribution center while retaining the advantages of Kerberos tickets.

15.3 Man-in-Middle-Attack on the Public-Key Kerberos

The client C sends a request to the KDC (K) which is intercepted by the attacker I,
who constructs his own request message using the parameters from C’s message.
All data signed by C are sent unencrypted, therefore the client believed to be
talking to KDC, is talking to I instead and this causes a failure of authentication
problem, Also a failure of confidentiality. I forward the fabricated request to the
KDC, who views it as a valid request for credentials if I is himself a legitimate
client otherwise KDC would not talk to him; there is nothing to indicate that some
of the data originated with C. KDC responds with a reply containing credentials
for I, The TGT has the form EkTGSfAK; IDI ; tASg, because it is encrypted with the
key kTGS shared between KDC and the, TGS it is opaque to C (and I). The attacker
knows the key AK (as well as k, which is not used other than to encrypt AK), and
then C believes that KDC produced AK and k just for her, therefore the attacker
can decrypt any message that C would protect with it, all the later request that
client send into TGS or the server the attacker can read and replace it with his own
message, then it can observe all communications between C and server or TGS and
I can also pretend to C. The client is authenticated to server and TGS as I (not
as C). The attacker I does not trick server or TGS to believe he is C [8], Fig. 15.1
illustrates the Man-In-The-Middle Attack on PKINIT exchange.

Where GT ¼ EKTfAK; I; tKg Since the attacker learns AK in the AS exchange,
he may either mediate C’s interactions with the various servers while observing
this traffic or simply impersonate the servers in the later exchanges. The C has AK
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and a TGT; she would normally contact the TGS to get an ST for some application
server S. This request contains an authenticator of the form EAKfIDC; tC; Tg.
Because I knows AK, he may intercept the request and replace the authenticator
with one that refers to himself EAKfIDI ; tI ; Tg. The reply from the TGS contains a
freshly generated key SK; this is encrypted under AK, for C to read and thus
accessible to I. this scenario repeated when client contact with server [8].

In another case, the attacker can intercept C’s requests in the TG and CS
exchanges and impersonate the involved servers instead of forwarding altered
messages to them. In the TG exchange, I will ignore the TGT and only decrypt the
portion of the request encrypted under AK. The attacker will then generate a bogus
service ticket XST, which the client expects to be opaque, and a fresh key SK
encrypted under AK, and sends these to C in what appears to be a properly
formatted reply from the TGS. Also this scenario repeated when client contact
with server.

15.4 Identity-Based Signcryption

The notion of identity-based (IB) cryptography was proposed by Shamir [10] as a
specialization of public key (PK) cryptography which dispensed with the need for
cumbersome directories, certificates, and revocation lists. The distinguishing
characteristic of IB cryptography lies in its ability to use any string as a public key,
such as the real name of a person. Because of this, IB systems implement an
automatic directory with implicit binding, without the need for costly certification
and public key publication steps.

An identity-based signcryption scheme, or IBSC, comprises four algorithms:
Setup, Extract, Signcrypt, and Unsigncrypt. In a IBSC, the signcryption/unsign-
cryption algorithms are the composition of explicit subroutines: Signcrypt
= Encrypt � Sign and Unsigncrypt = Verify �Decrypt. The Setup generates random
instances of the common public parameters and master secret; Extract computes the
private key corresponding to a given public identity string; Signcrypt produces a
signature for a given message and private key, and then encrypts the signed plaintext
for a given identity (note that the encryption routine may specifically require the
signature as input); Decrypt decrypts a ciphertext using a given private key; Verify

Fig. 15.1 Message flow in the man-in-the-middle attack on PKINIT
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checks the validity of a given signature for a given message and identity. Messages
are arbitrary strings in f0; 1g�: the functions that compose a generic IBSC scheme are
as follows [11]:

• Setup: produces a pair ðmsk;mpkÞ, where msk is a randomly generated master
secret and mpk the corresponding common public parameters.

• Extract ðmpk;msk; IDÞ: On input ID, computes a private key sk which corre-
sponding to the identity ID under ðmsk;mpkÞ.

• Signcrypt ðmpk; IDS; IDR; skS;mÞ: The sequential application of

– Sign ðmpk; IDS; skS;mÞ: On input ðIDS; skS;mÞ, outputs a signature s, for skS,
under mpk, and some ephemeral state data r .

– Encrypt ðmpk; IDR; skS;m; s; rÞ: On input ðIDR; skS;m; s; rÞ; outputs an
anonymous ciphertext C, containing the signed message ðm; sÞ encrypted for
the identity IDRunder mpk.

• Unsigncrypt ðmpk; skR;CÞ : The sequential application of

– Decrypt ðmpk; skR;CÞ: On input ðskR;CÞ, outputs a triple ðIDS;m; sÞ (con-
taining the purported sender identity and signed message obtained by
decrypting C by the private key skRunder mpk).

– Verify ðmpk; IDS;m; sÞ: On input ðIDS;m; sÞ, outputs ‘‘true’’ or ‘‘false’’
(indicating whether s is a valid signature for the message m by the identity
IDS, under mpk).

15.5 The Proposed Improvement on Public Key Kerberos

15.5.1 Motivation

This paper presents new mode to solve two problems, first to eliminate need to the
digital certification which is necessary in traditional public key infrastructure.
Using Digital certification require providing many parts such as certification
authority which issue the certificates to users, certification directory which store
the issued certificates, and certification revocation list which contain on the
expired certificates. Also there is need to maintain the certification list and certi-
fication revocation list for every public key continually. Second, to avoid applied
the man-in-the-middle attack on the public key Kerberos by using signcryption
scheme. Signcryption scheme aims at the combination of public key encryption
and digital signatures in same algorithm. When the client sends request to AS, this
request will sign (by his/her private key) to verify the identity of sender and
encrypt (by receiver’s identity) to sure the confidentiality.

The attack on public key Kerberos was possible because the attack can show the
content of the request. Although a client can link a received response to a previous
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request (nonce n1 and n2, and to the timestamp tC), but the client cannot be sure
that the AS generated the key AK and the ticket granting ticket TGT appearing in
this response for her. Indeed, the only evidence of the principal for whom the AS
generated these credentials appears inside the TGT, which is opaque to her.

In traditional public key that it uses in Kerberos, user before contact with the
KDC he/she must get on the public key of it, also to ensure that public key is the
right one he/she must get on certification of public key form Certification
Authority. To use a public key that is contained in a certification, a user queries the
public repository where the certificate can be found and retrieves the certificate.
Because a public key may be valid for quite a while, it is often necessary to check
such a public key for validity before using it. This may be by checking a list of
invalid certificates or by querying an online service that returns the validity status
of a certificate. After any necessary validity checking is done, the user then uses
the public key to encrypt information to the owner of the public key.

This implies that the certificate approach can only work when all users are
initially given at least one public key in a secure manner. This is a relatively minor
assumption, since such a key can be pre-installed by a manufacturer and by a
system administrator.

Therefore, in this paper propose using Identity-based signcryption scheme
instead dependence on the traditional public key cryptography, that its goal to
eliminate need to digital certifications in public key Kerberos, which is necessary
to public key register. Also in order to simplify the key management, where the
public key is any public information (such as email address or phone number) but
it must be unique, also to revoke a user, the PKG will simply stop issuing her new
keys. The client C and the AS possess independent private key which is derivation
from the identity of each one, therefore, not need to send certification of public key
to another side, this achieve better scalability to key management. This proposed is
approach to making the public key immune to this attack, namely to require the AS
to include the identity of this principal in a component of the response that the
client can verify. The proposed mode performed on the PKINIT, PKCROSS, and
PKTAPP.

15.5.2 Public Key Kerberos Using Identity-Based Signcryption

In this paper will use the identity-based signcryption as analogous in three pro-
posal of internet draft:

1. Identity-Based SignCryption for Initial Authentication in Kerberos (IBSC-
INIT).

2. Identity-Based SignCryption for Cross Realm Authentication in Kerberos
(IBSC-CROSS).

3. Identity-Based SignCryption Utilizing Tickets for Application Servers (IBSC-
TAPP).
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In an identity-based signcryption scheme there are four algorithms that are used
to create and use a public–private key pair. These are traditionally called setup,
extraction, signcryption, and unsigncryption. Two algorithms of them will execute
by the trust third party (TTP) to the interest of users and Kerberos. Setup is the
algorithm with which the parameters needed for IBE calculations are initialized,
including public parameters and master secret key. The trust third party distributes
the public parameters while the master secret key keeps secretly. In addition, the
TTP execute the second algorithm, is called extraction, using the system param-
eters, a user identity id and the master secret msk to generate the private key usk of
the corresponding user that requests his own private.

15.5.2.1 Identity-Based SignCryption for Initial Authentication
in Kerberos (IBSC-INIT)

In the initial authentication using the identity-based signcryption in the Kerberos
to enable securely transmit credentials, which including TGT and session key, to
the client. The client sent his request to KAS encrypt with identity (which is a
public key) of KAS to ensure for user no one can read his request or modify it.
Also sign user sign his request with his private key (which derivation form his
identity), to authenticate user in KAS. The signature and encryption are achieve in
same algorithm, where the use inputs two key his private key and KAS’s public
key (identity). KAS will respond with a session key and nonce2 encrypted by
user’s public key and signed with KAS’s private key. The user and KAS don’t use
the certification of public key because the identity-based eliminate need to it; this
exchange is illustrated in Fig. 15.2.

If the attacker attempt using the man-in-the-middle attack to intercept the
transmission in order to constructs his own request message, he must achieve two
things: first, he must recover the tc; n2ð Þ to enable re-encryption it with his key. This
process require use two keys in unsigncryption algorithm, once is the public key of
user which is known publicly, the other the secret key of KAS which is no one can
know it only KAS, for that, the attacker cannot recover the encrypted content.
Second the attacker must replace the identity C with his identity I before send
message, but if he does that, the KSA use the identity of I as public key in un-
signcryption algorithm which will return an error message because the key is
incorrect. If the attacker generates his own message with replace the identity C to
I without recover the original message and send to KAS (using his secret key)
SCSKI ;PUKAS ½tI ; nI �; I; T; n1, after the attacker receives the response of KAS; as
SCSKKAS;PKI k; nI½ �; I; TGT ;Ek½AK; n1; tk; T �, then he must the resend message to ori-
ginal user. The attacker has two possible; first, he resend message to user without
change, and then the user uses his private key to retrieve the message but will get the
error message because it encrypts with attacker’s identity. Second, he uses his
private key and user’s public key to generate the message to user; as SCSKI ;PKC k; nI½ �,
but when user attempt retrieve them message he will get to error message because he
use the KAS’ public key to verifying form the signature in unsigncryption algorithm,
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in addition the nonce nI is not same which user sent. Therefore the attacker cannot
modify the sent message. The Initial Authentication in Kerberos using identity-
based signcryption performs without need to certification.

15.5.2.2 Identity-Based SignCryption for Cross Realm Authentication
in Kerberos

IBSC-CROSS is extension of IBSC-INIT (as in PKCROSS). IBSC-CROSS is take
place only between pairs of Key Distributed Center when a client wants certain
services form a remote server, then the authentication procedure achieves between
the KDC of the client (Local) with the remote KDC. This communication between
local KDC and remote KDC will be transparent to end-users which requesting
cross-realm tickets. The messages exchanged between local and remote KDC is
similar to IBSC-INIT. Where the local KDC acts as a client and the local KDC
sends a request comprising of the IBSC-CROSS flag set to the remote KDC. The
remote KDC replies with an IBSC-CROSS ticket and trusts the local KDC to issue
the remote realm TGT to its client on behalf of the remote KDC, this exchange is
illustrated in Fig. 15.3.

Where ASr is Authentication Server in remote Kerberos, TGSl is Ticket
Granting Server in local Kerberos and TGSr is Ticket Granting Server in remote
Kerberos.

Fig. 15.2 IBSC-INIT message exchange
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15.5.2.3 Identity-Based SignCryption Utilizing Tickets for Application
Servers

In traditional PKTAPP provides direct client to server authentication, thus elim-
inating the need for an online key distribution center. PKTAPP consist three
exchange steps, the first step, the client requests a certificate from the server then
the server returns response contain its certificate to the client. Therefore this step
dedicated to exchange certificates between Client and server. Since, in this paper
used identity-based signcryption where the identity used as public key, for that,
this step removed because it has become useless. The client in IBSC-TAPP
directly sends a request for a service ticket to the server; IBSC-TAPP is illustrated
in Fig. 15.4.

15.6 Conclusions

Public-key cryptography enhancements to the traditional Kerberos standard
incorporate a public-key infrastructure into the scope of underlying systems trusted
by Kerberos. The extension employs public key cryptography to facilitate initial
authentication directly between Kerberos servers and clients, this extension has
two drawbacks: the first, it must use the digital certification to register the public
key. The second the man-in-the-middle attack can intercept the exchange message
to obtain the session key, as illustrate in [8]. This paper solves those problems by
using new type of public key which depend on the identity of user to be public key

Fig. 15.3 IBSC-CROSS message exchange
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and derivation the private key from this identity. This paper employs the identity-
based signcryption to eliminate need to certification; also to prevent the attacker
discovered the content of message.

This paper proposed three identity-based signcryption enabled Kerberos pro-
tocols IBSC-INIT, IBSC-CROSS, and IBSC-TAPP. They all improve Kerberos
security and scalability by utilizing non-need to certification as in public key
infrastructures and simplifying key management system. IBSC-INIT specification
defines how identity-based signcryption can be used to secure the initial authen-
tication procedure with removal danger man-in-the-middle attack. IBSC-CROSS
improves the scalability of Kerberos in large multi-realm networks where many
application servers may be participating in the authentication process. IBSC-TAPP
enhances Kerberos scalability by distributing the authentication workload from the
centralized KDC to the individual principals on the network with removal the first
step which was dedicated to obtain the certification of server.
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Chapter 16
Intrusion Detection Using Keystroke
Dynamics

Mahalaxmi Sridhar, Teby Abraham, Johnelle Rebello,
Winchell D’souza and Alishia D’Souza

Abstract In an effort to confront the challenges brought forward by the increased
need for access control, we present an improved technique for authorized access to
computer system resources and data via keystroke dynamics. A database of
keystrokes of login ids and passwords collected from 38 users is constructed. From
the samples collected, signatures were formed using three membership functions
of Fuzzy Logic. Users were authenticated by comparing the typing pattern to their
respective signatures. We have included the usage of the SHIFT and the CAPS
LOCK keys as part of the feature sets. We analyzed the performance of the three
membership functions of Fuzzy Logic based on features like FAR and FRR to
evaluate the efficiency of the detection algorithms. The paper presents the results
of the analysis thereby providing an inexpensive method of intrusion detection as
compared to other behavioral biometric methods.

Keywords Keystroke dynamics � Intrusion detection � Fuzzy logic � Computer
security

16.1 Introduction

One of the primary means of authenticating users and providing security to
computers are textual passwords. Passwords are convenient and require no
specialized hardware. However, users frequently share password with others,

M. Sridhar (&) � T. Abraham � J. Rebello � W. D’souza � A. D’Souza
Don Bosco Institute of Technology, Kurla, Mumbai, Maharashtra, India
e-mail: mahalaxmi90sridhar@gmail.com

T. Abraham
e-mail: projectkd2011@gmail.com

V. V. Das (ed.), Proceedings of the Third International Conference on Trends in Information,
Telecommunication and Computing, Lecture Notes in Electrical Engineering 150,
DOI: 10.1007/978-1-4614-3363-7_16, � Springer Science+Business Media New York 2013

137



forget passwords, and select poor passwords that may be easily defeated.
Compromised passwords and shared accounts are frequently exploited by both
external attackers and insiders.

One idea to overcome this is to use keystroke dynamics. It is a novel approach
in which a legitimate user’s typing patterns such as durations of keystrokes,
latencies between keystrokes etc. are combined with the user’s password to
generate a hardened password that is convincingly more secure than conventional
passwords.

16.2 Literature Survey

Keystroke Dynamics is the manner and rhythm in which an individual types
characters on a keyboard or keypad. It gives the detailed timing information that
describes exactly when each key was pressed and released as a person is typing.
Ever since Forsen et al. [1] investigated for the first time whether users could be
distinguished by the way they type many different techniques for keystroke
dynamics have been proposed.

In almost every technique the common feature sets used to form the signatures
are:

• Enter: the Enter key is considered to be part of the password.
• KeyUp–KeyUp: Time between the key releases of consecutive keys is used as a

feature.
• KeyUp–KeyDown: Time between the release of one key and the press of the

next is used.
• KeyDown–KeyDown: Time between the key presses of consecutive keys is used

as a feature.

16.2.1 Anomaly Detectors for Password Timing

Our main focus is on developing an intrusion detection system using the static
login method. Various studies have been done on the use of anomaly detectors to
analyze password-timing data.

Table 16.1 summarizes some of the anomaly detectors along with their results
relevant to our study. False accept rate (FAR) denotes the rate that an imposter is
allowed access. Similarly False reject rate (FRR) denotes the rate that the legiti-
mate user is denied access. After thoroughly studying various anomaly detectors
summarized in the Table 16.1 we concluded that fuzzy logic has a reasonable
balance between FRR and FAR errors. Hence we planned to implement it using
various membership functions.

138 M. Sridhar et al.



16.3 Design

Fuzzy logic is a form of many-valued logic or probabilistic logic; it deals with
reasoning that is approximate rather than fixed and exact. In contrast with tradi-
tional logic theory, where binary sets have two-valued logic: true or false, fuzzy
logic variables may have a truth value that ranges in degree between 0 and 1.
Every element requires a degree of membership to determine how strongly it
belongs to a certain class. Degree of membership is calculated by a Membership
Function. Of the many membership functions for fuzzy logic we have selected
three membership functions for our study:

• Triangle
• Trapezoidal
• Gaussian

16.3.1 Formation of Intervals

A dedicated software module was designed to collect the features of 35 volunteers.
Data collected from these volunteers were stored in a database and used to form
the intervals of various classes; where each class represents different typing
speeds. Different classes of typing speed that we decided for our project are: Very
Fast, Fast, Moderate, Slow and Very Fast.

Based on the sample collected, the intervals for the three membership function
mentioned before were designed as follows. (Figs. 16.1, 16.2, 16.3, 16.4).

Table 16.1 Comparison of various anomaly detectors and their error rates [4]

Algorithms Feature sets Results

Enter key Keydown–keydown Keyup–keydown FRR FAR
Euclidean Y 2.8 8.1
Manhattans Y Y 0.25 16.4
Mahalanobis Y 2.8 8.1
Neural-network Y 0.2 0.22
Fuzzy-logic Y 0.11 0.19
z-score Y 0.02 0.13
K-means Y 3.8 3.8

Fig. 16.1 Fuzzy sets for triangle membership function
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16.3.1.1 Triangle Membership Function

Kðu:a; b; cÞ ¼ 0 u\a Where a� Lower Bound Value

¼ ðu� aÞ= ðb� aÞ a\ ¼ u\ ¼ b b� Modal Value

¼ ða� uÞ=ðb� aÞ b\ ¼ u\ ¼ c C� Higher Bound Value

¼ 0 u [ c

ð16:1Þ

Fig. 16.2 Fuzzy sets for trapezoidal membership function

Fig. 16.3 Fuzzy sets for Gaussian membership function

Fig. 16.4 Snapshots of software used to collect keystroke samples and the associated database
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16.3.1.2 Trapezoidal Membership Function

F x; a; b; c; dð Þ ¼ 0 when x \ a and x [ d
¼ x � að Þ= b � að Þ when a \ ¼ x \ ¼ b
¼ 1 when b \ ¼ x \ ¼ c
¼ d � xð Þ= d � cð Þ when c \ ¼ x \ ¼ d

ð16:2Þ

16.3.1.3 Gaussian Membership Function

G ðu : m; rÞ ¼ exp½�f u�mð Þ=p2rg2� Where m---Mean Value ð16:3Þ

16.4 Implementation

16.4.1 Sample Collection and Signature Formation

Inter-key delays were collected using dedicated software and the samples were
stored in a simple database.

Once sufficient samples were collected, a minimum of 15 samples for each user
were collected, intervals generated and algorithms for each of the three
membership functions are generated. An example of a simple algorithm [2]
implementing the triangle membership function as an anomaly detector is shown
below. Similar algorithms were developed by us for the other two membership
functions.

If (Input \ LowerBound OR Input [ UpperBound)

Then 0

Else If (Input \ Midvalue)

Then (Input - LowerBound)/(Midvalue - LowerBound)

Else If (Input = Midvalue)

Then 1

Else (UpperBound - Input)/(UpperBound - Midvalue)

The Feature Sets used for our study are listed below in Table 16.2. We included
the SHIFT and the CAPS LOCK key in the feature sets of our fuzzy logic. It is
often observed that the tendency to use the RIGHT_SHIFT or the LEFT_SHIFT or
CAPS LOCK to type special characters and upper-case letters differ from user to
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user [3]. This variation can thus be used as an additional parameter to validate
legitimate users from imposters.

A membership function calculates the degree of membership to each class for
each inter-key delay (KeyUp–KeyUp) given as input.

Based on the input a signature for a particular user is determined. One such
signature formed is shown in Table 16.3.

16.4.2 Signature Comparison

In the working phase the real time signature of a user is compared with the stored
signature. If both signatures match up to a certain limit (in this case it is up to
70 %) then the user is verified as the genuine user and granted access; else they are
not granted access.

16.5 Testing

To increase the confidence in the correctness (accuracy) of specified membership
function of Triangular, Trapezoidal and Gaussians, we conducted testing by
supplying typical test inputs (request) and subsequently checking test output
(responses) against expected ones to enhance the correctness of specified algo-
rithm (Fig. 16.5)

As we can see from Table 16.4, comparison of the FAR and FRR of all the
three membership function shows that Gaussian function yields the best results as
compared to the other two membership functions.

16.6 Conclusion and Future Scope

We believe keystroke dynamics can be used effectively to safeguard against
unauthorized access of computer as well as mobile resources [2]. When imple-
mented in conjunction with traditional schemes, it allows for the design of more
robust authentication systems than traditional password based alternatives alone.

Table 16.2 Feature sets

Algorithm Feature sets

Keydown-keyup Keyup–keyup Shift key Caps lock

Fuzzy logic No Yes Yes Yes
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In this project we compared triangular, trapezoidal and Gaussian membership
functions of fuzzy logic to authenticate users based on their typing speed and
proved that among the three, Gaussian membership function is the most effective
means of implementing an intrusion detection system using Fuzzy logic. To
implement such a system, the code developed by us in Java could be used as a
plug-in for intrusion detection, once the database has been created for the authentic
users.

The approach of using keystroke dynamics in our project was limited only to
passwords. This can be extended to include all the text typed by a user during his

Table 16.3 Signature formation and comparison

Signature 1st 2nd 3rd 4th 5th 6th 7th 8th Shift
left

Shift
right

Caps
lock

Stored Very
fast

Fast Moderate Very
fast

Fast Fast Very
fast

Very
fast

1 0 0

Detected Fast Fast Moderate Very
fast

Slow Fast Very
fast

Very
fast

0 1 0

Fig. 16.5 Snapshots showing the experimental results generated, stored and evaluated

Table 16.4 Performance measure of membership functions

FAR FRR Accuracy (%)

Triangle 1.4 11.19 87.41
Trapezoidal 1.4 12.59 86.01
Gaussian 0.38 11.97 88.03
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work. This way, not only will there be monitoring at the login stage but also during
the entire active session for a particular user.
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Chapter 17
MRI–PET Medical Image Fusion
Technique by Combining Contourlet
and Wavelet Transform

Ch. Hima Bindu and K. Satya Prasad

Abstract This paper proposes the application of the hybrid Multiscale transform
in medical image fusion. The multimodality medical image fusion plays an
important role in clinical applications which can support more accurate informa-
tion for physicians to diagnosis diseases. In this paper, a new fusion scheme for
Magnetic Resonance Images (MRI) and Positron Emission Tomography (PET)
images based on hybrid transforms is proposed. PET/MRI medical image fusion
has important clinical significance. Medical image fusion is the important step
after registration, which is an integrative display method of two images. The PET
image indicates the brain function and a low spatial resolution; MRI image shows
the brain tissue anatomy and contains no functional information. Hence, a perfect
fused image should contains both more functional information and more spatial
characteristics with no spatial and color distortion. Firstly, the image is decom-
posed into high and low frequency subband coefficients with discrete wavelet
transform (DWT). On these coefficients apply contourlet transform individually
before going for fusion process. Later the fusion process is performed on
contourlet components for each subband, for fusion the spatial frequency method
is used. Finally, the proposed algorithm results are compared with different
Multiscale transform techniques. According to simulation results, the algorithm
holds useful information from source images.

Keywords Image fusion � Discrete wavelet transform � Contourlet transform
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17.1 Introduction

Image fusion is to integrate the information of two or more source images in order
to obtain the more accurate, comprehensive and reliable description of the same
body part. Its aim is to combine complementary information from multiple images,
such that the obtained new image is more suitable for human visual and machine
perception or further image processing and analysis tasks. There are many
schemes for the multi-focus image fusion, which include the probabilistic method,
PCA method [1], multi-scale method [2] and the multi-resolution methods [3–6].
The wavelet-based fusion scheme cannot preserve the salient features in source
images and will probably introduce some artifacts and inconsistency in the fused
images [7]. Contourlet transform has drawn much attention because it can
efficiently handle several important problems. Contourlet is a flexible multi-
resolution, local, and directional image expansion using contour segments. It can
provide a Multiscale and directional decomposition for images, which is more
suitable for catching the features in images that are abundant in complex contours,
edges and textures. A most often referred implementation scheme of contourlet is
Laplacian Pyramid (LP) followed by directional filter bank (DFB) [5]. The MRI
image shows the brain tissue anatomy and contains no functional information.
The PET image indicates the brain function and has a low spatial resolution.
The MRI–PET image fusion by Sabalan Daneshvar et al. based on combining HIS
and retina models to improve the functional and spatial information content [1].

The rest of the paper is organized as follows: Sect.17.2 reviews the multi scale
transform techniques. Section 17.3 presents the generic fusion model. Section 17.4
explains the proposed medical image fusion algorithm. Section 17.5 gives the
experimental results. In the laconic section the paper is concluded.

17.2 Multi Scale Transforms

17.2.1 Contourlet Transform

Wavelet bases present some limitations, because they are not well adapted to the
detection of highly anisotropic elements such as alignments in an image. Recently
Do and Vetterli [8] proposed an efficient directional multi resolution image
representation called the contourlet transform. Contourlet transform has better
performance in representing the image salient features such as edges, lines, curves
and contours than wavelet transform because of its anisotropy and directionality.
The contourlet transform consists of two steps which is the sub band decomposition
and the directional transform. A Laplacian pyramid is first used to capture point
discontinuities, then followed by directional filter banks to link point discontinuity
into lineal structure. Contourlet are implemented by using a filter bank that
decouples the multiscale and the directional decompositions. In Fig. 17.1, Do and
Vetterli show a conceptual filter bank setup that shows this decoupling.
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17.3 Generic Image Fusion Model

The importance of information offered by the medical images for diagnosis
support can be increased by combining images from different compatible medical
devices. The fusion process allows combination of salient feature of these images.
In this subsection, to better understand the concept and procedure of the wavelet
based fusion technique, a schematic diagram is first given bellow [9]. The main
idea of our algorithm is as follows and shown in the Fig. 17.2.

• The two images are respectively decomposed into the sub images using forward
transform, which have the same resolution at same levels and different resolu-
tion among different levels.

• Information fusion is performed based on the high frequency sub images of
decomposed images and finally the result image is obtained inverse transform.

17.4 Proposed Scheme

The previous section explains generic fusion process using multi scale transfor-
mation techniques individually are encouraging. Each transform has its own
advantages may be useful for fusion. So, here we proposed hybrid method con-
sidering both the advantages of the wavelet and contourlet transform. The fusion
process, as shown in Fig 17.3, is accomplishes by the following steps:

Source 
image A

Source 
image B

Trans-
form 

Trans-
form

frequency

coefs

frequency
coefs

Fusion 
rule

Fusion 
rule

Fused 
coefs

Inverse 
transform

Fused 
image

Fig. 17.2 Block diagram of generic model of multi scale image fusion

(2, 2)

LP 
Decimation

LP 
Decimation

Directional 
Decimation

Input

Fig. 17.1 Filter bank for
contourlet transforms
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Step-I. Read the MRI and PET scan images of same part of the body infor-
mation are to be fused.

Step-II. Each of the source images are decomposed by DWT into one low-
frequency approximate component and three high-frequency detail components,
LL1, LH1, HL1, HH1 and LL2, LH2, HL2, HH2.

Step-III. Each pair of the DWT components are decomposed into contourlet
coefficients (C1, C2, … Cn) and then apply Fig 17.2 fusion process.

Step-IV. Fuse the transform coefficients, C1, C2, … Cn using fusion rule. The
fusion rule starts with calculation of Spatial Frequency (SF) value from the B 9 B
block transform coefficients. Then select those block coefficient with the largest SF
value as the coefficient at that location in fused image. The approach of fusion
process as:

Fused ¼
C1

C2
C1 þC2

2

� �
SF1 [ SF2þTH
SF1 \ SF2þTH

otherwise

8
<

: ð17:1Þ

Here the B 9 B block size is selected as 8 9 8 and threshold (TH) value is 3.
The fused coefficients are obtained by using the inverse contourlet transform.
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Where CT-Contour let Transform and, Fusionprocess is as shown in Fig 

Fig. 17.3 Proposed fusion method

Fig. 17.4 New: mild Alzheimer’s disease MRI and PET images (a, b). c Ground truth image,
fused image using d DWT method, e contourlet transform method, f proposed method
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Step-V. Apply Inverse DWT Transform to resultant coefficients in Step IV to
get the fused image F.

17.5 Results and Discussion

The proposed algorithm for the fusion of MRI and CT images is tested and
compared with the traditional wavelet and contourlet fusion algorithm. For the
evaluation purpose, the visual quality of the obtained fusion result as well as the
quantitative analysis is used.

17.5.1 Performance Measures

In this paper, we use the Peak Signal to Noise Ratio (PSNR) and entropy (EN) are
used to evaluate the performance of the proposed fusion method.

PSNR ¼ 10 log
2552

1
MxN

PP
ðGðm; nÞ � Zðm; nÞÞ2

�����

����� ð17:2Þ

It is expressed in dB. Its value will be high when the fused and reference images
are similar. Higher value implies better fusion.

Fig. 17.5 New: Mild Alzheimer’s disease MRI and PET images (a, b). c Ground truth image,
fused image using d DWT method, e contourlet transform method, f proposed method

Table 17.1 Evaluation of different methods for two set of MRI–PET images

Algorithm Image1 Image2

PSNR
(db)

Entropy
(bits/pix)

PSNR
(db)

Entropy
(bits/pix)

DWT 60.38 2.211 63.09 2.211
Contour let transform 60.39 2.965 63.14 2.613
Hybrid method 61.02 3.267 63.26 3.267
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17.5.2 Fusion Results

The test data consist of color PET and high resolution MRI images. The spatial
resolution of MRI and PET images are 256 9 256 and 128 9 128 pixels. The
color PET images were registered to the corresponding MRI images (Figs. 17.4,
17.5, Table 17.1).

17.6 Conclusion

In this paper, we proposed a new approach for PET/MRI image fusion by using
hybrid Multiscale transform techniques using the wavelet and the contourlet
transform. For fusion process the spatial frequency values are calculated for block
by block coefficient values. These values are compared to generate new fusion
coefficients. This eliminated the influence of image imbalance and blurred phe-
nomenon of fusion image, improved the clarity and provides more reference
information for doctors. Then statistically analyze tools such as PSNR and entropy
were concluded that the proposed algorithm did considerably increase spatial
information content than basic transform methods of DWT and contourlet trans-
form methods.
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Chapter 18
Comparison of Routing Protocols
in Mobile Ad-hoc Network

Shubhangi M. Mahamuni, Vivekanand Mishra and Vijay M. Wadhai

Abstract In case of wireless Mobile Ad-hoc Networks, routing protocols plays
very important role. Routing protocols like AODV and DSDV are the protocols
which are used for the high mobility to improve packet delivery ratio. AODV and
DSDV are compared in this paper in terms of throughput, end to end delay and
packet delivery ratio varying number of nodes, speed and time. In case of DSDV,
routing protocol routing table at node is required to maintain which will not be the
need in case of AODV. DSDV Routing protocol consumes more bandwidth,
because of High mobility results in frequent link failures and the overhead
involved in updating all the nodes with the new routing information. AODV use
on-demand route discovery, but with different routing mechanisms. Our simulation
result in NS-2 shows the performance of AODV is better under high mobility than
DSDV.
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18.1 Introduction

Lower utilization and tremendous increase in the use of radio resources needs
efficient utilization of radio resources. Now days the concept of cognitive radio is
more challenging area of research as well as is the need of the new era. We
proposed a spectrum sensing using routing protocol AODV. In this paper we were
compared routing protocols like AODV and DSDV. As routing is closely attached
with the spectrum assignment to determine frequency band. We have been pro-
posed our work by comparing to other typical approaches, our protocol provides
better adaptability to the dynamic spectrum and multi-flow environment, and
incurs much lower cumulative delay [1]. Energy-Aware Performance Metric for
AODV and DSDV Routing Protocols is explained in Mobile Ad-Hoc Networks
[2–4]. Dynamic topologies, Bandwidth-constrained links, Energy constrained
operation, and limited physical securities are studied from [5]. Performance
Comparison of AODV, DSDV and I-DSDV Routing Protocols in Mobile Ad Hoc
Networks is based on [6]. The concept of mobile Ad-hoc network at different
routing methods can be considered from [7, 8]. To minimize routing overhead
when nodes construct network topology instead of how to save routing table
storage [9] used during the design of AODV protocol.

18.1.1 Classification of Ad-hoc Routing Protocol

Routing protocol in MANET can be classified into several ways depending upon
their network structure, communication model, routing strategy, and state infor-
mation and so on but most of these are done depending on routing strategy and
network structure [1]. Based on the routing strategy the routing protocols can be
classified into two parts: 1. Table driven and 2. Source initiated (on demand) while
depending on the network structure these are classified as flat routing, hierarchical
routing and geographic position assisted routing [2]. Flat routing covers both
routing protocols based on routing strategy (Fig. 18.1).

18.1.2 On-Demand Distance Vector Routing Protocol

The Ad hoc On-Demand Distance Vector (AODV) [3] algorithm enables dynamic,
self-starting, multihop routing between participating mobile nodes wishing to
establish and maintain an ad hoc network. AODV allows mobile nodes to obtain
routes quickly for new destinations, and does not require nodes to maintain routes
to destinations that are not in active communication. AODV allows mobile nodes
to respond to link breakages and changes in network topology in a timely manner.
The operation of AODV is loop-free, and by avoiding the Bellman-Ford ‘‘counting
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to infinity’’ problem offers quick convergence when the adhoc network topology
changes (typically, when a node moves in the network). When links break, AODV
causes the affected set of nodes to be notified so that they are able to invalidate the
routes using the lost link. Route Requests (RREQs), Route Replies (RREPs) and
Route Errors (RERRs) are message types defined by AODV [4].

18.1.3 Destination-Sequenced Distance-Vector Routing

Destination-Sequenced Distance-Vector Routing (DSDV) is a table-driven routing
scheme for adhoc mobile networks based on the Bellman-Ford algorithm. It was
developed by C. Perkins and P. Bhagwat in 1994. It eliminates route looping,
increases convergence speed, and reduces control message overhead. In DSDV,
each node maintains a next-hop table, which it exchanges with its neighbors. There
are two types of next-hop table exchanges: periodic full-table broadcast and event-
driven incremental updating. The relative frequency of the full-table broadcast and
the incremental updating is determined by the node mobility. In each data packet
sent during a next-hop table broadcast or incremental updating, the source node
appends a sequence number. This sequence number is propagated by all nodes
receiving the corresponding distance-vector updates, and is stored in the next-hop
table entry of these nodes. A node, after receiving a new next-hop table from its
neighbor, updates its route to a destination only if the new sequence number is
larger than the recorded one, or if the new sequence number is the same as the
recorded one, but the new route is shorter. In order to further reduce the control
message overhead, a settling time is estimated for each route. A node updates to its
neighbors with a new route only if the settling time of the route has expired and the
route remains optimal [5].

Fig. 18.1 Classification of routing protocols
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18.1.4 Mobile Ad-hoc Network

An ad-hoc network is a collection of wireless mobile hosts forming a temporary
network without the aid of any stand-alone infrastructure or centralized adminis-
tration. Mobile Ad-hoc networks (MANET) are self-organizing and self-configuring
multihop wireless networks where, the structure of the network changes dynami-
cally. This is mainly due to the mobility of the nodes. Nodes in these networks utilize
the same random access wireless channel, cooperating in a friendly manner to
engaging themselves in multihop forwarding. The node in the network not only acts
as hosts but also as routers that route data to/from other nodes in network [6]. Each
device in a MANET is free to move independently in any direction and therefore
change its links to other devices frequently. Each must forward traffic unrelated to its
own use, and therefore be a router. Routing in ad-networks has been a challenging
task ever since the wire- less networks came into existence. The major reason for this
is the constant change in network topology because of high degree of node mobility.
A number of protocols have been developed for accomplish this task. Routing is the
process of selecting paths in a network along which to send network traffic. In packet
switching networks, routing directs packet forwarding, the transit of logically
addressed packets from their source toward their ultimate destination through
intermediate nodes. An ad hoc routing protocol is a convention, or standard, that
controls how nodes decide which way to route packets between computing devices
in a mobile ad-hoc network. In ad-hoc networks, nodes do not start out familiar with
the topology of their networks. The basic idea is that a new node may announce its
presence and should listen for announcements broadcast by its neighbors. Each node
learns about nodes nearby and how to reach them, and may announce that it, too, can
reach them. Wireless ad-hoc networks have gained a lot of importance in wireless
communications. Wireless communication is established by nodes acting as routers
and transferring packets from one to another in ad-hoc networks. Routing in these
networks is highly complex due to moving nodes and hence many protocols have
been developed. In this paper we have selected two main and highly proffered
routing protocols for analysis of their performance. Figure 18.2 represents mobile
Ad–hoc Network (MANET).

Fig. 18.2 Mobile Ad-hoc
network
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18.2 Performance Metrics

The following metrics are used in this paper for the analysis of AODV and DSDV
routing protocols.

(i) Packet Delivery Ratio
(ii) Average End to End Delay
(iii) Throughput

18.2.1 Packet Delivery Ratio

The packet delivery ratio in this simulation is defined as the ratio between the
number of packets sent by constant bit rate sources (CBR, ‘‘application layer’’) and
the number of received packets by the CBR sink at destination.

18.2.2 Routing Overhead

It is the number of packet generated by routing protocol during the simulation and
can be defined as: overhead = i.

Where overhead is the control packet number generated by node i. The gen-
eration of an important overhead will decrease the protocol performance.

18.2.3 Average end-to-end Delay of Data Packets

There are possible delays caused by buffering during route discovery latency,
queuing at the interface queue, retransmission delays at the MAC, and propagation
and transfer times. Once the time difference between every CBR packet sent and
received was recorded, dividing the total time difference over the total number of
CBR packets received gave the average end-to-end delay for the received packets.
This metric describes the packet delivery time: the lower the end-to-end delay the
better the application performance [7].

Avg E2E delay =
P

CBR PKT Received by CBR sinks/
P

CBR PKT
Received by CBR sources.
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18.2.4 Throughput of the Mobile Ad-hoc Networks

It is one of the dimensional parameters of the network which gives the fraction of
the channel capacity used for useful transmission selects a destination at the
beginning of the simulation i.e. information whether or not data packets correctly
delivered to the destinations.

18.3 Simulation Model and Results

18.3.1 Simulation Model

Parameters required for the formation of simulation model in NS-2 are as shown in
Table 18.1.

18.3.2 Algorithm

Comparison of AODV and DSDV routing Protocols

1. Setting the Distance Variables
2. Defining Node Configuration
3. Creating The Wireless Nodes
4. Setting The Initial Positions of Nodes Giving Mobility to Nodes
5. Setting The Node Size
6. Setting The Labels For Nodes
7. Setting Color For Server
8. Establishing Communication
9. Mobile Node Movements

Table 18.1 Parameters
considered for the simulation

Parameter Value

Simulator Ns 2.34
Channel Wireless channel
Propagation Radio Propagation
Network interface Phy/wireless phy
MAC type Mac/802_11
Interface queue Queue/drop tail/pri-queue
Link layer type LL
Antenna model Antenna/Omni antenna
Number of mobile nodes 23
Routing protocol AODV/DSDV
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10. Node27 Cache The Data From Server
11. Packet Loss At Node27
12. Node10 Cache The Data
13. Calculation of throughput, End to End delay, Packet Delivery Ratio for

different packet size and time interval
14. Comparison of AODV and DSDV protocols.

In this paper we have been used ns-2 as a simulator tool for the determination of
throughput, end to end delay and packet delivery ratio as shown in Figs. 18.3,
18.4, and 18.5 respectively using both routing protocols AODV and DSDV [8, 9].
At packet size 100, 500 and 1000 bytes, number of packet received is 74.
Performance of DSDV protocol at different packet size is shown in Fig. 18.5. The
number of packets received in AODV is decreasing with increase in packet size so
the packet delivery ratio (PDR) is also decreasing. Average delay between packet
sending is also decreasing with increasing packet size. Throughput is also
decreasing with increasing packet size. The performance of AODV protocol is
decreasing with increase in packet size as shown in performance matrices. In the
analysis part packet delivery ratio (PDR) is decreasing with increase in packet size.

Throughput of DSDV protocol is decreasing as packet size is increasing.
Routing overhead is also increasing with increase in packet size. Average end to
end delay is decreasing with increase in packet size. It means the performance of
DSDV protocol is high at less packet size except the routing load. As shown in
Tables 18.2 and 18.3, it clearly shows that AODV routing protocol is better than
DSDV in terms of throughput, packet delivery ratio. But if you consider the end to
and delay, DSDV is better as compared to AODV routing protocol.

Fig. 18.3 Throughput Xgraph of AODV and DSDV with pause time set to 4 ms
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From the Figs. 18.4 and 18.5, the on-demand protocols, DSDV and AODV
performed well delivering the greater % of the originated data. When the no. of

Fig. 18.4 Screen shot of end to end delay

Fig. 18.5 Screen shot of packet delivery ratio fraction
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nodes increases AODV performs better as nodes attain a stable path and become
stationary. DSDV performance drops because more packets drop due to link
breaks. Variation in speed of nodes has less impact on AODV protocol. DSDV
produces more sent packet as it recovers from dropped packets.

Acknowledgments Towards this work, we are very thankful to research lab, MIT Kothrud, Pune
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Chapter 19
Analysis of Image Segmentation
Algorithms Using MATLAB

Sumita Verma, Deepika Khare, Ravindra Gupta
and Gajendra Singh Chandel

Abstract Image segmentation has played an important role in computer vision
especially for human tracking. The result of image segmentation is a set of seg-
ments that collectively cover the entire image or a set of contours extracted from
the image. Its accuracy but very elusive is very crucial in areas as medical, remote
sensing and image retrieval where it may contribute to save, sustain and protect
human life. This paper presents the analysis and implementation using MATLAB
features and one best result can be selected for any algorithm using the subjective
evaluation. We considered the techniques under the following five groups: Edge-
based, Clustering-based, Region-based, Threshold-based and Graph-based.
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analysis
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19.1 Introduction

The main goal of image segmentation is domain independent partitioning of an
image into a set of disjoint regions that are visually different, homogeneous and
meaningful with respect to some characteristics or computed property(ies), such as
grey level, texture or color to enable easy image analysis (object identification,
classification and processing). Discontinuity and similarity/homogeneity are two
basic properties of the pixels in relation to their local neighborhood used in many
segmentation methods. The segmentation methods that are based on discontinuity
property of pixels are considered as boundary or edges based techniques and that
are based on similarity or homogeneity are region based techniques. Unfortu-
nately, both techniques often fail to produce accurate segmentation results [2].

This paper analyzes the results of various segmentation algorithms, using the
subjective evaluation, on the different types of images and particularly on gray
level images. This paper will be organized as follows:

• MATLAB
• Segmentation Algorithms and its Results
• Implementation of the proposed system
• Performance Evaluation
• Conclusion.

Figure 19.1 indicates the classification of image segmentation techniques we
have considered in this paper. The methods explained and used to segment the
image in Figs. 19.4, 19.5, 19.6, 19.7 and 19.8 were used only to clarify the
segmentation methods.

Fig. 19.1 Classification of image segmentation techniques
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19.2 MATLAB

Matlab (MATrix LABoratory) is a tool to do numerical computations, display
information graphically in 2D and 3D, and solve many other problems in engi-
neering and science. Developed by MathWorks, MATLAB allows matrix
manipulations, plotting of functions and data, implementation of algorithms, cre-
ation of user interfaces, and interfacing with programs written in other languages,
including C, C++, Java, and Fortran [3]. Matlab is an interpreted language for
numerical computation. Matlab allows its users to accurately solve problems,
produce graphics easily and produce code efficiently [4].

19.3 Segmentation Algorithms and its Results

19.3.1 Edge-Detection Based Segmentation Algorithms

Edge-based segmentation generally indicates the segmentation method based on
the edge in an image. The simple methods apply some edge detection methods
before segmentatio.

Prewitt Detection: (Fig. 19.2).
Roberts Detection: (Fig. 19.3).
Laplacian of Gaussian (LoG) Detection.
The Laplacian of a Gaussian (LoG) function was defined as:

2h rð Þ ¼ � r2 � r2

r4

� �
er2=2r2 ð19:1Þ

where, h(r) = -e-r2/2r2, r2 = x2 ? y2, r = standard deviation, x = direction in
x-axis and y = direction in y-axis.

Canny Detection.
The algorithm of Canny detection is:

Step1: Smooth image with a Gaussian.
Step2: Optimizes the trade-off between noise filtering and edge localization.
Step3: Compute the Gradient magnitude using approximations of partial deriva-

tives 2 9 2 filters.

Fig. 19.2 Prewitt mask

Fig. 19.3 Roberts mask

19 Analysis of Image Segmentation Algorithms 165



Step4: Thin edges by applying non-maxima suppression to the gradient magnitude
Step5: Detect edges by double thresholding (Fig. 19.4).

19.3.2 Thresholding-Based Segmentation Algorithm

Thresholding becomes then a simple but effective tool to separate objects from the
background. The output of the thresholding operation is a binary image whose
gray level of 0 (black) will indicate a pixel belonging to a print, legend, drawing,
or target and a gray level of 1 (white) will indicate the background. Two algo-
rithms are used:

Adaptive Thresholding Method.

In adaptive thresholding, a criterion function is devised that yields some
measure of separation between regions. A criterion function is calculated for each
intensity and that which maximizes this function is chosen as the threshold.

Otsu Thresholding Method.

Otsu’s thresholding method involves iterating through all the possible threshold
values and calculating a measure of spread for the pixel levels each side of the

Fig. 19.4 Edge-detection based algorithms and its segmentation results

Fig. 19.5 Thresholding-based algorithms and its segmentation results
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threshold, i.e. the pixels that either falls in foreground or background. The aim is to
find the threshold value where the sum of foreground and background spreads is at
its minimum (Fig. 19.5).

19.3.3 Region-Based Segmentation Algorithms

Region-based methods mainly rely on the assumption that the neighboring pixels
within one region have similar value. It compares one pixel with its neighbors. If a
similarity criterion is satisfied, the pixel can be set belong to the cluster as one or
more of its neighbors. Two algorithms are used:

Seeded Region Growing Method.

The algorithm of Seeded Region Growing method is:

Step1: Choose number of seed points which have been clustered into n clusters.
Step2: If the neighboring pixels of the initial seed points are satisfy the criteria

such as threshold, they will be grown. The threshold can be intensity, gray
level texture, and color…etc.

Step3: Repeat Step2 until all pixels in image have been allocated to a suitable
cluster.

Region Splitting and Merging Method.
The algorithm of Region Splitting and Merging method is:

Step1: Splitting steps: For any region Ri, split it into four disjoint quadrants.
Step2: Merging steps: When no further splitting is possible, merge any adjacent

regions Rj and Rk.
Step3: Stop only if no further merging is possible (Fig. 19.6).

Fig. 19.6 Region-based algorithms and its segmentation results
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19.3.4 Clustering-Based Segmentation Methods

Clustering is one of methods widely applied in image segmentation and statistic.
The main concept of clustering is to use the centroid to represent each cluster and
base on the similarity with the centroid of cluster to classify. Three algorithms are
used:

K-Means Clustering Method.

The algorithm of K-Means Clustering method is:

Step1: Decide the numbers of the cluster N and choose randomly N data points
(N pixels or image) in the whole image as the N centroids in N clusters.

Step2: Find out nearest centroid of every single data point (pixel or image) and
classify the data point into that cluster the centroid located. After doing
step 2, all data points are classified in some cluster.

Step3: Calculate the centroid of every cluster.
Step4: Repeat step 2 and step 3 until it is not changed.

Fuzzy C-Means (FCM) Clustering Method.
The algorithm of Fuzzy C-Means (FCM) method is:

Step1: Choose a number of clusters.
Step2: Assign randomly to each point coefficients for being in the clusters.
Step3: Repeat until the algorithm has converged (that is, the coefficients’ change

between two iterations is no more than the given sensitivity threshold).

Step3.1: Compute the centroids ck for each cluster which is the mean of all
points x (i.e., set of coefficients), weighted by their degree of
belonging wk(x) to the cluster k such that

ck¼
X

x

wk xð Þ x =
X

x

wk xð Þ ð19:2Þ

Step3.2: For each point, compute its coefficients of being in the clusters,
using the Eq. 19.2.

Mean Shift Method.
The algorithm of Mean Shift method is:

Step1: Determine the number of clusters we want in the final classified result and
set the number as N.

Step2: Classify each pattern to the closest cluster centroid. The closest usually
represent the pixel value is similarity, but it still can consider other
features.

Step3: Recompute the cluster centroids and then there have N centroids of N
clusters as we do after Step1.
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Step4: Repeat the iteration of Step 2 to 3 until a convergence criterion(no reas-
signment of any pattern from one cluster to another, or the minimal
decrease in squared error) is met (Fig. 19.7).

19.3.5 Graph Based Segmentation Algorithm

The graph based image segmentation is based on selecting edges from a graph,
where each pixel corresponds to a node in the graph. Weights on each edge
measure the dissimilarity between pixels.

Normalized-Cut (N-Cut) Method.
The algorithm of N-Cut method is:

Step1: The input is a graph

Fig. 19.7 Clustering-based algorithms and its segmentation results
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G ¼ V; Eð Þ ð19:3Þ

where V are the n vertices and E are m edges. Each edge has a corresponding
weight.

Step2: Perform the segmentation.
Step3: If the weight of the edge connecting two vertices in adjacent components is

small compared to the internal difference of both the components, then
merge the two components, otherwise do nothing.

Step4: Repeat Step3 (Fig. 19.8).

19.4 Implementation of the Proposed System

Step1: Initially an image is selected and then converted into Binary and Gray level
image of size 256 9 256.

Step2: The original and resized image is displayed.
Step3: The value of the concerned parameters, if any, is given.
Step4: The result of each algorithm is displayed in the same figure window
Step5: The segmented image is displayed at a particular position according to the

range of the selected value of the parameter.

Above step is repeated with various values of parameters for the same algo-
rithm and the results are obtained in the same figure window. With the help of
those results in a figure window, a best segmented Image can be selected on the
basis of visual inspection and the value of the parameters for that segmented image
can be chosen as a result. Similarly, all the algorithms are applied on an image and
for every segmentation algorithm; the result is displayed on same figure window.

Fig. 19.8 Graph-based algorithms and its segmentation results
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19.5 Performance Evaluation

There have been many image segmentation methods created and being created
using many distinct approaches and algorithms but still it is very difficult to assess
and compare the performance of these segmentation techniques [5]. Researchers
would evaluate their image segmentation techniques by using one or more of the
following evaluation methods in Fig. 19.9.

The full description of the above evaluation methods can be found from [6].
Most of these methods ideally should be domain independent but in reality they
are domain dependent. Both the subjective and objective evaluation have been
used to evaluate segmentation techniques but within a domain dependent envi-
ronment [6]. These methods have been used to adjust parameters of the segmen-
tation techniques in order to solve the following problems in segmentation area:

• The segmented region might be smaller or larger than the actual
• The edges of the segmented region might not be connected
• Over or under-segmentation of the image (arising of pseudo edges or missing

edges).

It is very sad that [7] concluded that there is no segmentation method that is
better than the other in all domains.

19.6 Conclusion

After analysis of various image segmentation algorithms and the comparison of the
results of each algorithm separately with different parameter’s value using
MATLAB, the conclusion is that: In Edge Based Segmentation Algorithms, the
Canny Algorithm produced the best segmentation in comparison of Roberts,

Fig. 19.9 An overview of evaluation techniques
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Prewitt and LoG. In Thresholding Based Algorithms, the Adaptive Thresholding
produced the good edges and Otsu Thresholding recognized the object very well.
In Region Based Algorithms, the split and merge method produced the better
result. In Clustering Based Segmentation, the mean shift method produced the
good result. When the K-means and Fuzzy-C means methods are compared, the
Fuzzy C-means is better than the K-means method. In Graph Based Algorithms,
Normalized-cut is used to cut an image into specified number of cuts. Other
methods are interactive methods. In N-cut, the foreground and background area is
selected by a user.

To produce a good result with a single technique for the images of all the
applications, the further research is required and from the proposed system it can
be concluded that the further research should concentrate on such techniques in
which the user’s interaction is involved so that the segmented result can be
improved after automatic segmentation.
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Chapter 20
Tumor Mass Identification Based
on Surface Analysis and Fractal
Dimensions

Medhavi Verma and Mahua Bhattacharya

Abstract In present paper we have utilized wavelet transform and fractal
dimensions to analyze tumor mass for breast cancer screening using mammogram.
Boundary based features from shape of the tumor have taken into consideration as
these represent one of the very important property for tumor mass analysis. In
present work surface analysis using imaging of tumor mass for analysis of the
lesions has been accomplished.

Keywords Wavelet � Fractal dimenisions � Sufrace analysis � Mammogram �
Boundary feature

20.1 Introduction

Breast cancer is major from of cancer for women; they have better chance to
survival if it is diagnosed early stages with proper treatment, failing to do so can
lead to disastrous consequences [1, 2]. With the advancement in computer assisted
medical technology and medical imaging system can provide implicit knowledge
and information systems for diagnosis [3]. For diagnosis and screening of tumor
mass structural Irregularity of tumor boundary is a significant feature. Many
experts, researchers and students have studied contour irregularity of tumors [4].
By analysis of boundary irregularity and surface characteristics we can analysis the
characteristic of tumor mass. As benign and malignant tumor have different
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characteristic of appearance as the former is being mostly homogeneous/smooth
and the later shows heterogeneous/rougher texture [5]. In this work we have
performed tumor mass identification based on surface analysis using fractal
dimensions and boundary feature analysis on mammograms. Fractals are irregular
and fragmented patterns which could be reduced into size copy. Fractals objects
are self-similar under some change in scale, either strictly or statistically [6].
Fractal analysis has many applications; one such application is estimation of
surface roughness. Fractals analysis is very useful in medical image analysis since
Medical images typically have a degree of randomness associated with the natural
random nature of structure [7].

20.2 Literature Review

Various studies have been done on tumor mass analysis. In [8] Author has
provided an automated diagnostic procedure for breast cancer using multiresolu-
tion and FCM based clustering algorithm with further region growing approach is
applied for considerably large tumor calcifications. Authors have applied wavelet
transform and classified tumor using SVM and RBF function as a kernel function
to assist ultrasound diagnosis of solid breast tumors in which the contour feature
quantified by boundary based corner counts [9]. Localized texture analysis is an
important feature breast tissue mass. Fractal analysis of extracted textural features
is done and use of advance classifier is done. Results are compared with one used
by clinical radiologist [10]. Regression-line analysis and multiscale filtering of
mammographic images is reported in [11] where image analysis is done at dif-
ferent scale level. Tumors detection is done on finest resolution on the abstracted
plane. After detection regressions line analysis of part of mammary glands is done
which estimates the degree of concentration by the analysis of average minimal
distance to the concentration point. Study of variation of density with the help of
edge characteristics of region of interest (ROI) by studying the sharpness of the
boundaries of tumors to discriminate between benign and malignant tumors also
they have studied various shape features such as compactness, Fourier descriptors,
moments, and chord-length statistics to distinguish between the tumors [12].
Analysis of mammograph for the suspicious location of the breast masses is done
with the help of shape based feature. Fourier descriptors are used for shape feature
extraction and for segmentation of ROI fuzzy C-means clustering technique is
used [1]. Fractal Analysis with direction analysis is used for feature extraction
where fractal analysis is performed in frequency domain and Classification is done
using ANN [13, 14].
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20.3 Methodology

Here we have used Fractal dimensions (FD) for surface analysis with boundary
feature analysis for better results (Fig. 20.1).

20.3.1 Boundary Extraction

For boundary feature extraction the image is converted into grayscale image and
then into a binary image with the help of global threshold where pixel values are
set 0 for intensity value less than threshold and 1 for more than threshold value.
From the binary image the boundary is extracted using 8 pixel connected com-
ponent analysis.

20.3.2 Wavelets

For surface analysis we have first applied wavelet analysis of image which we
have derived from pervious steps. Wavelet transformation (WT) is mathematical
function through which one can divide a continuous time signal into various
different scale components [15]. Wavelet decomposition gives us more accurate
information of physical properties such as roughness, discontinuities and can be
analysed accurately [16]. We have used Daubechies Wavelet filter. Wavelet
function is shown in Eq. 20.1.

wx;y tð Þ ¼ 1ffiffiffi
x
p w

t � x

y

� �
; x; y 2 R; x 6¼ 0; ð20:1Þ

Fig. 20.1 The flowchart of
methodology
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where ‘x’ is scaling parameter ‘y’ a translation parameter which determines the
location of the wavelet, and t is the space variable. w(t) is the parent wavelet.
Discrete wavelet transform (DWT) is shown Eq. 20.2 which used form wavelet
transforms here

Cf x; yð Þ ¼ Zþ1

�1
f tð Þwx;y tð Þdt ð20:2Þ

Multi resolution signal decomposition (MSRD) algorithm is used to for DWT
In MSRD the orthogonal wavelets filters are applied on the original signal, the
signal is split into high frequency Di

n components (details) and low frequency Ci
n

components (details) as shown in Eqs. 20.3 and 20.4 [17].

Di
n ¼

Xn

i¼n�N

Dk�1
i hj�n ð20:3Þ

Ci
n ¼

Xn

i¼n�N

Ck�1
i gj�n; i ¼ 1; 2; 3; . . .N ð20:4Þ

N is the sampling number, n is the sampling position, k is the scale level. Low
pass and high pass filter are h and g respectively. They are written in relation to the
wavelet function as

Aj ¼
Z1

�1
2�1w 2�1x

� �
/ x� jð Þdx ð20:5Þ

where / is the scaling of the corresponding wavelet function w. High frequency
components obtained for fractal analysis.

20.3.3 Fractal Analysis

Fractal analysis is a useful tool for surface roughness. Most of the analysis of
fractals is done in terms of fractal dimension. Fractal dimensions are an important
quantitative factor which helps us to characterize the degree of surface roughness
[16, 18, 19]. The image after 2D DWT results in 2D sub–image after decompo-
sitions. By calculating the slope of plot of graph of log magnitude versus log of
frequency we estimated FD.

S xð Þ / x�a ð20:6Þ

a ¼ 8þ 2D ð20:7Þ

Here D denotes FD. To calculate power spectral density (PSD) we convert 2D
sub image into frequency domain using Fourier transform Power spectral density

176 M. Verma and M. Bhattacharya



of 2D of an MxXMy image can be calculated with 2D FFT the Eq. 20.8 as PSD is
calculated using 20.9.

f u; vð Þ ¼
XMx�1

x¼0

XMy�1

y¼0

z x; yð Þe�j2p ux
Mx
þvy=Myð Þ ð20:8Þ

S kð Þ ¼ Fðu:vÞj j2 ð20:9Þ

Thus by calculating the slope we can compute the fractal dimension which
gives an idea of surface roughness. RMS value of the slope is taken to give more
ideal result.

20.3.4 Centroid Calculation of the Boundary and Distance
Variation

We have calculated centroid of tumor mass form extracted boundary using con-
nected component analysis. The distance of each pixel of the boundary to the
centroid is calculated using the formula in Eq. 20.10

dis ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xc � xbð Þ2þ yc � ybð Þ2

q
ð20:10Þ

where xc, yc represents location of the Centroid and xb, yb is location of the
boundary form where the distance is calculated. Slope of the plot gives us variation
in distance.

20.4 Results

Simulations were carried out on more than 30 images out of which most significant
16 are considered. Here we have results of both fractal and boundary feature
analysis.

From Figs. 20.2, 20.3, 20.4 show the extraction of boundary form mammogram
Fig. 20.5 is the centroid of the tumor Fig. 20.6 is the plot of Distance of centroid,
slope gives us variation.

Fig. 20.2 Orginal
mammogram
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Figures 20.7 and 20.8 is the plot of slope and plot of intercept. By computing
RMS value of slope we get surface roughness.

RMS surface roughness of the tumor masses is shown in Table 20.1. As the
surface roughness increases as we move form benign stage to malignant stage.

Fig. 20.3 Binary image

Fig. 20.4 Extracted
boundary

Fig. 20.5 Calculated
centorid

Fig. 20.6 Plot of distance
vartion w.r.t centorid

Fig. 20.7 Plot of slope
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Table show the analysis outcome of rate of change of boundary distance with
surface roughness (Table 20.2).

20.5 Conclusion

Results of the simulation we observe surface analysis using FD with boundary
based feature shows how the variation surface roughness can be used to classify
tumor.
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Table 20.2 Classification criteria

Surface roughness Centroid distance variation Stage of tumor

High High Malignant
High Low Tendency malignant
Low Low Benign
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Chapter 21
Mean-Shift Algorithm: Verilog HDL
Approach

Rahul V. Shah, Amit Jain, Rutul B. Bhatt, Pinal Engineer
and Ekata Mehul

Abstract The abstract should summarize the contents of the paper and should
Object tracking algorithms, when it comes to implementing it on hardware ASIC,
it becomes difficult task, due to certain limitations in hardware. This paper shows
how mean- shift algorithm is implemented in HDL along with the description of
ports and interfaces.

Keywords Object tracking � Complexity in hardware ASIC � Mean Shift
algorithm � Histogram � Bhattacharya coefficient
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21.1 Introduction

Object tracking in its simplest form can be defined as the problem of estimating the
trajectory of an object in an image plane as it moves around the scene. In other
words the tracker assigns consistent labels to the tracked objects in different form
of videos.

Object tracking is the important part in computer vision technology, but till time
it is mainly dealt with the high grade softwares like MATLAB, ADOBE etc. But
when it comes to implement it on ASIC chips it becomes difficult when many
mathematical operations are mainly operated through adders and subtracters and
not with multipliers and dividers. These object tracking algorithms when imple-
mented on ASIC covers good amount of chip area as many such mathematical
operations are involved in it, which are complex to implement with adders and
subtracters. Mean shift algorithm when implemented on HDL it become really
useful to check the functions of the object tracking. The Mean shift algorithm
requires Histogram, Bhattacharya coefficient, centre calculation which are imple-
mented with small mathematical operations like multipliers, Dividers and square
root etc. That makes algorithm to implement on HDL easy.

21.2 Object Tracking Controller

The Object Tracking algorithm is designed for tracking of objects in video or in
real-time. It is based on Mean shift algorithm. Interface with external video source
i.e. camera for input video, HOST interface for providing inputs, interface with
external memory for storing video frames and interface with monitor for video
output are some of the interfaces required for object tracking. The input video
interface is used to provide video input to the algorithm. In this algorithm, we are
using 24-bit RGB format for input frames. After getting video from the source, it is
passed on to the processing unit as well as external memory. Host Interface
provides inputs to the processing units for performing the operations on the input
video. Processing unit consists of different functional sub-blocks like histogram,
Kernel, Mean shift, Bhattacharyya Coefficient etc. After completion of the oper-
ations, outputs are passed on to the monitor for display.

External Memory interface is used for storing video frames depending upon the
clock frequency and video speed. Since video is continuous, so it is required to
save frames in memory and simultaneously perform processing on continuous
flowing frames. Output interface with monitor is required to show the output video
frames after doing the operations on them and verify the result. Figure 21.1 shows
the detailed Processing Unit diagram with different sub-blocks like histogram,
Mean shift, rect_box, Bhattacharyya coefficient. According to functionality, video
frames are stored in the memory. The number of frames to be stored depends on
clock frequency and video speed. According to inputs ot_centerx_i, ot_centery_i,
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ot_hx_i, ot_hy_i, and ot_bins_i reference histogram (ot_qu) is calculated for first
frame. For finding reference histogram (ot_qu) for first frame, cropping is done on
the image and kernel value is calculated for that. Then depending upon the R, G, B
values hist_model is calculated.

Now to track object in next frames, reference histogram (ot_qu) and other
inputs are given to Mean-Shift block. In Mean-Shift block, histogram (ot_1pu) is
calculated for second frame using old center values (ot_centerx_i, ot_centery_i)
and then Bhattacharyya coefficient (ot_1rho) is calculated using ot_qu and
ot_1pu. Then weighted array (ot_w) and normalized row and column arrays
(ot_1pl and ot_2pl) are calculated for second frame. Then by using weighted array
and normalized row and column arrays, new center values (ot_new_centerx and
ot_new_centery) for second frame are calculated. The reason for calculating new
center values is that we assume that object has displaced from its original position
as compared to frame 1. Then new histogram (ot_2pu) using new center values
and new Bhattacharyya coefficient (ot_2rho) using ot_qu and ot_2pu are cal-
culated. Iteration loop depends upon comparison results of ot_1rho and ot_2rho.
According to iteration loop, final center value for 2nd frame is obtained. With final
center values, ot_hx_i and ot_hy_i, rectangular box is created around the targeted
object in second frame. The iteration loop is looped 20 times, which is maximum
value for this algorithm. Iteration is done because at first instant it doesn’t give
final center for current frame and moreover, object is displaced in next consecutive
frames but to know how much it moved and in which direction it moved, iteration
value is taken. For all other frames, this process is repeated in Mean-shift block
and object is tracked in rest of the frames.

21.3 Histogram

The histogram is an important term in this algorithm. It is a combination of R, G, B
and Spatial information. The inputs of rect_crop are images, ot_centerx, ot_cen-
tery, ot_hx, ot_hy. Binwidth is calculated by dividing 256 by bins. The image_-
model is generated by dividing pixel values by binwidth to give output
image_model in normalized format. Kernel value is calculated using these inputs.
Histogram array of size defined by bin value is initialized with zeros.

R, G, B values of normalized image_model are calculated using I and j logic.
Then these R, G, B values are used for finding locations in histogram array where
squared kernel value is added. Then this squared Kernel value is added to constant
value ‘‘c’’. The histogram is divided by the final value of constant ‘‘c’’ to get
normalized histogram (Fig. 21.2).
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21.4 Bhattacharya Co-Efficient

According to i, j, k logic reference histogram ot_qu(i,j,k) and new histogram
(ot_pu(i,j,k) are multiplied. Then the square root of result is added to the initialized
rho value.

Bhattacharyya coefficient measures the similarity between two histograms. To
calculate Bhattacharyya Coefficient, histograms of the reference image and his-
togram of current frame is required (Fig. 21.3).

21.5 Center Calculation and Rho Logic

21.5.1 Centre Calculation

The inputs of Center Calculation Block are ot_image_model_size1, ot_image_-
model_size2, ot_old_centerx, ot_old_centery, ot_hx, ot_hy and ot_w. According
to i and j values, which are dependent on ot_image_model_size1 & ot_image_-
model_size2, all values of normalized row and column arrays are multiplied by
weighted array values and tempx and tempy variables are calculated. Weighted
array values are also added to temp_t variable.

At the end of the loop, temp_x and temp_y values are divided by temp_t
variable and the final result is stored in temp_x and temp_y. For calculating new
center values, temp_x and temp_y are multiplied by ot_hx and ot_hy and added to
ot_old_centerx and ot_old_centery respectively. Then the result is stored in
ot_center1 & ot_center2 (Fig. 21.4).

21.5.2 Rho Logic

The inputs of Rho Logic Block are ot_pu1, ot_pu2, ot_rho1, o_rho2, ot_centerx,
ot_centery, ot_old_centerx, ot_old_centery. Bhattacharyya coefficient of 2nd frame
for old center (Ot_rho1) and Bhattacharyya Coefficient of 2nd frame for new center
(ot_rho2) are compared. If ot_rho1 is greater than ot_rho2, then ot_old_center is
final center for this frame and iteration loop is broken. If ot_rho2 is greater then
ot_rho1, then sum of squares of ot_center1—ot_old_center1 and ot_center2—
ot_old_center2 is calculated. If result is less then 1, then final center is center value
and iteration loop is broken. Both conditions are not satisfied then ot_pu2, ot_rho2
and center (ot_centerx & ot_centery) are feedback to iteration loop.

The iteration value is looped 20 times, which is maximum value for this
algorithm. Iteration is done because at first instant it did not give final center for
that frame and moreover, object is displaced in next consecutive frames but to
know how much it moved and in which direction it moved, iteration value is taken
(Fig. 21.5).
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21.5.3 Weighted Array

The inputs of weighted array calculation are ot_centerx, ot_centery, width (ot_hx),
height (ot_hy), ot_bins, histogram of frames (ot_pu1) and reference Histogram
(ot_qu). Image model from R, G, B values is obtained by using Rect_crop. Then,
binwidth is calculated by dividing 256 by bins value, which is a input value. For

Idle
FCMA_en = ‘0'

Processunit_en=’0'
Rect_box_en = ‘0’
Histogram_en = ‘0’

Rect_Box
FCMA_en = ‘0'

Processunit_en=’0'
Rect_box_en = ‘1’
Histogram_en = ‘0’

FCMA
FCMA_en = ‘1'

Processunit_en=’0'
Rect_box_en = ‘0’
Histogram_en = ‘0’

OT_cont_en’

Processing_Unit
Processunit_en=’1'

FCMA_en = ‘0’
Rect_box_en = ‘0’
Histogram_en = ‘0’

Histogram
FCMA_en = ‘0'

Processunit_en=’0'
Rect_box_en = ‘0’
Histogram_en = ‘1’

Frame_data_done

Ref_histo_done

Ref_histo_done = ‘0’

Center_calculation_done

Frame_process_done

Fig. 21.7 State diagram of OT controller
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normalization of R, G, B values, divide them by binwidth. By doing so, R, G, B
values come into limit of bins value and decrease calculation cost.

Check histogram of frames (ot_pu1) for R, G, B values. If it is zero, then
weighted array value is also zero. Otherwise, Weighted array value is calculated
by taking square root of division result of reference histogram (ot_qu) by histo-
gram of frame (ot_1_pu) (Figs. 21.6, 21.7).

IDLE
FCMA_en=’0'
Hist_en=’0'

Bhatt_coeff_en=’0'
center_rho_en=’0'

HISTOGRAM
FCMA_en=’0'
Hist_en=’1'

Bhatt_coeff_en=’0'
center_rho_en=’0'

BHATT_COEFF
FCMA_en=’0'
Hist_en=’0'

Bhatt_coeff_en=’1'
center_rho_en=’0'

CNTR_CAL
FCMA_en=’0'
Hist_en=’0'

Bhatt_coeff_en=’0'
center_rho_en=’1'

Iteration_done=’0'

Iteration_done=’1'

Meanshift_cont_en

FCMA
FCMA_en=’1'
Hist_en=’0'

Bhatt_coeff_en=’0'
center_rho_en=’0'

fcma_done

hist_done

bhatt_coeff_done

Fig. 21.8 State diagram of mean shift algorithm
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21.6 State Representation

The OT controller only deals with the FCMA, histogram, Processing unit(internal
logic after histogram calculation) and Rectangular box. When OT controller is
enabled the it sets the FCMA and the image from the series of images is loded into
it which now FCMA checks the status of histogram if enabled the histogram of the
image is calculated after the calculation of histogram the FCMA sends other image
and the histogram of that image is also calculated and this is compared and through
processing unit and center and Rho value is calculated after itrating it to to get
good output the rectangular box is made based on the kernel needed and set during
the histogram calculation (Fig. 21.8).

In mean shift algorithm state diagram the internal processing unit is explained
in much detail after the calculation of histogram the the values are stored in buffer
and then a type of comparison that is calculation of bhattacharya coefficient is
done this bhattacharya coefficient act as the threshold for the image and based on
this center is calculated. This process is iterated almost twenty times to get the
perfect output of where the object is shifted and how it moves. When the com-
parison is done it again passes the control to the FCMA to load the next image and
the comparison is done with the new image loaded.

Fig. 21.9 Comparison of outputs
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21.7 Conclusion and Results

Considering all the above descriptions the Mean shift algorithm when imple-
mented using verilog HDL the real problem was to build the HDL for multipli-
cation, division and square-root through verilog the results which were compared
through MATLAB was really proving the working of Mean-shift algorithm. The
difference was only that the MATLAB output was with using floating point and
verilog output was using fixed point (Fig. 21.9).
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Chapter 22
Optimal Node Selection Using Estimated
Data Accuracy Model in Wireless Sensor
Networks

Jyotirmoy Karjee and H. S. Jamadagni

Abstract One of the major tasks of wireless sensor network is to sense accurate
data from the physical environment. Hence in this paper, we propose a new
methodology called Estimated Data Accuracy Model (EDAM) for randomly
deployed sensor nodes which can sense more accurate data from the physical
environment. We compare our results with other information accuracy models
which show that EDAM performs better than the other models. Moreover we
simulate EDAM under such situation where some of the sensor nodes become
malicious due to extreme physical environment. Finally using our propose model,
we construct a probabilistic approach for selecting an optimal set of sensor nodes
from the randomly deployed maximal set of sensor nodes in the network.

Keywords Data accuracy � Spatial correlation � Optimal sensor nodes �Wireless
sensor networks

22.1 Introduction

Recent progress in wireless technology has made a drastic improvement over
wireless sensor networks. In wireless sensor networks, nodes are deployed in the
sensing region to sense the physical phenomenon of data for the event like seismic
event, fire, temperature, humidity etc. from the environment [1] and transmit the
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data to the sink node. Data collected by the sensor nodes are generally spatially
correlated [2] among them. These spatially correlated data sensed by the sensor
nodes are directly transmitted to the sink node which estimates [3–6] the data
(information) accuracy. In the literature [7–10], authors discuss the data accuracy
under distributed conditions. In this paper, we take the same scenario discussed in
[10] where we deploy sensor nodes randomly in the sensor region.

The main motivation of this paper is to develop a new methodology called
Estimated Data Accuracy Model (EDAM) which can sense more accurate data
from the physical environment and compare our results with the other information
accuracy (distortion) models [4–6]. Finally a probabilistic model is proposed to
select an optimal set of sensor nodes to sense the data from the randomly deployed
maximal set of sensor nodes in the network using data accuracy function [7]. In
literature [11], maximizing the network life time subjected to event constraint and
in literature [12], total information gathered subjected to energy constraints are
discussed without verifying the information accuracy. Hence gathering informa-
tion without verifying the accuracy level cause problem if some of the sensor
nodes get malicious [13]. If the sensor nodes get malicious, it can read inaccurate
data. If the inaccurate data gets aggregated with the other correct data sensed by
the sensor nodes, it causes incorrect data aggregation at the sink node. Hence sink
node estimate the incorrect data reading for the network. Therefore it is essential to
verify the data accuracy before data aggregation discussed in [7–10]. However to
the best understanding of authors, this is the first time we perform results for data
accuracy where some of the sensor nodes behaves live malicious nodes due to
extreme physical environment such as heavy rain fall, heavy snow fall in the hilly
region etc.

The rest of the paper is given as follows. Section 22.2 demonstrates the system
model for EDAM. Section 22.3 performs the simulations for EDAM under various
topological scenarios. Section 22.4 performs a probabilistic model to find the
optimal set of sensor nodes in the network using data accuracy function and finally
we conclude our work in the Sect. 22.5.

22.2 System Model

In this section, we discuss the system architecture for Estimated Data Accuracy
Model (EDAM) in three phases. In the first phase, we clarify the nodes deployment
strategy in the WSNs. In the second phase, we explore the foundation of EDAM in
the network and finally in the third phase, we construct EDAM under spatially
correlated data in the sensing region. The brief explanations are given bellow.
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22.2.1 Deployment of Nodes in the Sensing Region

In the first phase, we assume U set of sensor nodes deployed randomly over a
region Q such that Q � R2 where jjUjj ¼ u are the total numbers of sensor nodes.
Suppose a source event S [10] has occurred in the sensing region Q. When S occurs
in Q, a set of sensor nodes V wake up to sense the physical phenomenon of S. We
define V as maximal set of sensor nodes which forms fully connected network [10]
among them. We define jjVjj ¼ v be the number of wake up sensor nodes where
vðv� 1Þ=2 is the direct one hop link to form a fully connected network with v
sensor nodes.

22.2.2 Model for Estimated Data Accuracy in the Network

Since V set of sensor nodes wake up to sense the physical phenomenon of source
event S, we construct a mathematical model to estimate the observed data at the
sink node in the second phase of EDAM. Sink node is responsible for collecting
the observation made by v sensor nodes to estimate Ŝ from S. Hence the error
signals [14, 15] can be defined as

~S,ðS� ŜÞ ð22:1Þ

We determine Ŝ by minimizing the mean square error from the expectation of ~S2 as

min
Ŝ

Eð~SÞ2 ð22:2Þ

Observation made by each sensor node i in the wireless sensor network is given as

Xi ¼ Si þ Ni where i 2 V ð22:3Þ

We assume uncoded transmission for the observed data sensed by sensor nodes in
the network. Each sensor node i transmits a scaled version Yi [4] of the observed
data Xi to the sink node with power constraint P. Hence transmitted signal is given
as

Yi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

r2
Si
þ r2

Ni

s
Xi ¼ aiXi; where ai ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P

r2
Si
þ r2

Ni

s
for i 2 V

The encoded signal Yi transmitted by each sensor node i through additive white
Gaussian noise (AWGN) channel [6, 16] is sent to the sink node. Sink node store
the received signal in Y matrix for all sensor nodes as

Y ¼ aX ð22:4Þ
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for Y ¼

Y1

Y2

:

Yv

0

BBB@

1

CCCA; a ¼

a1 0 : 0
0 a2 : :
: : : :
0 : : av

0
BB@

1
CCA and X ¼

X1

X2

:

Xv

0

BBB@

1

CCCA where i ¼ 1; 2; . . .m

Sink node decodes the signal to retrieve the estimate Ŝ of S. We define Ŝ as a
random variable as a function of Y to recover the estimate Ŝ of all the observations
done by sensor nodes at the sink node.

Ŝ ¼ hðYÞ ð22:5Þ

Thus the mean square error becomes

min
hðYÞ

Eð~SÞ2 ð22:6Þ

We choose hðYÞ for the subclass of affine functions [15] of Y as

Ŝ ¼ hðYÞ ¼ ðKY þ bÞ ð22:7Þ

where K is matrix and b is a scalar quantity. The affine estimator of S is unbiased,
hence we get EðŜÞ ¼ 0 and EðŜÞ ¼ KEðYÞ þ b ¼ b. For a linear estimator, we
have b ¼ 0 to get

Ŝ ¼ KY ð22:8Þ

Therefore, we find the optimal value of K at the sink as shown in Fig. 22.1 for Ŝ
such that

min
K

EðS� KYÞ2 ð22:9Þ

We calculate the optimal value of K for the estimate Ŝ using orthogonality
principle. Y is orthogonal to the error signal ð~SÞ i.e. Y?~S ¼ 0: To get the optimal
value of K for the estimator at the sink node, we define a linear model for (22.4) as
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Fig. 22.1 Architecture for
Estimated Data Accuracy
Model (EDAM) in WSNs
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Y ¼ aðZSþ NÞ ð22:10Þ
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for zero mean random vector S; Yf g for some matrix Z. N is a zero mean random
noise vector with known covariance matrix EðNNTÞ � r2

NI: The covariance matrix
of S is also known. EðSSTÞ � r2

SI and S;Nf g are uncorrelated. The linear least
mean square estimator [15] works according to orthogonality principal as
E YT~S
� �

¼ E YT S� KYð Þð Þ ¼ 0 to get

K ¼ EðYT SÞ
E YT Yð Þ ð22:11Þ

Substituting (22.10) in (22.11) we get the expression as

K ¼ r2
SZTa�1

r2
SZT Z þ r2

N

� � ð22:12Þ

Using (22.12) in (22.8), we get the linear least mean square estimator of S given
Y is

Ŝ ¼ r2
SZTa�1

r2
SZT Z þ r2

N

� � Y ð22:13Þ

Put the value of (22.4) in (22.13), we get

Ŝ ¼ ZT

ZT Z þ r2
N=r

2
S

� �X

Therefore linear least mean square estimator of S given X for V sensor nodes in
the network is illustrate as

ŜðVÞ ¼ 1

V þ r2
N=r

2
S

� �
XV

i¼1

Xi ¼
1
b

XV

i¼1

Xi where b ¼ V þ r2
N

r2
S

� �
ð22:14Þ

We define mean square error between S and ŜðVÞ to find the data accuracy [9] for
V sensor nodes in the network as

DðVÞ ¼ E½S� ŜðVÞÞ�2 ¼ E½S2� � 2E½SŜðVÞ� þ E½ŜðVÞ2� ð22:15Þ
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The normalized [6, 10] data accuracy DAðVÞ for V sensor nodes in the network is
given as

DAðVÞ ¼ 1� DðVÞ
E½S2� ¼

1
E½S2� ½2E½SŜðVÞ� � E½ŜðVÞ2�� ð22:16Þ

The normalized data accuracy DAðVÞ for V sensor nodes in the sensor region can
be implemented in spatial correlation model explained bellow.

22.2.3 EDAM Under Spatially Correlated Data
in the Network

Finally third phase of EDAM demonstrates a mathematical model for the normalized
data accuracy for spatial correlated data among V sensor nodes in the sensing region.
We model a spatially correlated physical phenomenon of sensed data for V sensor
nodes as a joint Gaussian random variable (JGRV’s) [4, 5] as follows:

Step1: E½S� ¼ 0;E½Si� ¼ 0;E½Ni� ¼ 0 and Var½S� ¼ r2
S; Var½Si� ¼ r2

Si
;

Var½Ni� ¼ r2
Ni

Step2: Cov½S; Si� ¼ r2
SCorr½S; Si�;Cov½Si; Sj� ¼ r2

SCorr½Si; Sj�
Step3: E½S; Si� ¼ r2

SCorr½S; Si� ¼ r2
SqðS; SiÞ ¼ r2

SKvðdS;SiÞ;
E½Si; Sj� ¼ r2

SCorr½Si; Sj� ¼ r2
SqðSi; SjÞ ¼ r2

SKvðdSi;SjÞ

We illustrate the covariance model [17] for Steps 2, 3 for spatially correlated
data among sensor nodes in the network. Using covariance model, we have
KVðdi;jÞ where di;j ¼ jjSi � Sjjj represents the Euclidian distance between node
i and j. The covariance function is non-negative and decrease monotonically with
the Euclidian distance di;j ¼ jjSi � Sjjj with limiting values of 1 at d ¼ 0 and of 0
at d ¼ 1. We take the power exponential model [18] i.e. KP:E

V ðdi;jÞ ¼ e�ðdi;j=hÞ for
h[ 0 where h is called as ‘Range parameter’. ‘Range parameter’ controls the
relation between the distance among sensor nodes ði; jÞ and the correlation coef-
ficient qði; jÞ. Thus from the correlation model, we get qSi;S ¼ e�ðdS;i=hÞ and

qSi;Sj
¼ e�ðdi;j=hÞ. Using (22.3) and (22.14) in (22.16), we get the normalized esti-

mated data accuracy model (EDAM) for V sensor nodes in the network as

DAðVÞ ¼
1
b

2
XV

i¼1

e�ðdS;i=hÞ

 !
� 1

b2

XV

i¼1

XV

j¼1

e�ðdi;j=hÞ

 !
�

PV
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Ni

� �

b2r2
S

0

BB@

1
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ð22:17Þ
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22.3 Simulation Results

To perform simulations, we deploy U set of sensor nodes in the sensing region Q.
When a source event S is detected, V set of sensor nodes wake up from U set of sensor
nodes. In the first simulation, we vary the distance S from sensor nodes ðv ¼ 4Þ i.e. ds;i

where i ¼ 1; 2; 3; 4 are equidistance in the sensing field as shown in Fig. 22.2a.
Therefore we put v ¼ 4 sensor nodes in a deployed circle with a S occurred at the
centre of the deployed circle. As we keep on increasing the radius of the deployed
circle for ds;i with same proportion, the data accuracy decreases as shown in
Fig. 22.2b. We take h ¼ 70 for our statistical data to calculate the normalized esti-
mated data accuracy and compare the results from the literature
[4, 5] and [6]. We conclude that as the radius of the deployed circle increases with
same proportion our estimated data accuracy model (EDAM) always perform better
compare to other models [4–6]. The accuracy models, [4] and [5] shows the same
results for the normalized data accuracy with increasing deployed circle as shown in
Fig. 22.2b.

In the second simulation, a sensing region of 2m� 2m grid based sensor
topology is taken with a sink node and a fixed source event S occurred in the center
of the sensor network as shown in Fig. 22.3a. We deployed thirty-four nodes and a
sink node in a grid based sensor topology as done in literature [5, 8]. When we
simulate for this topology, we get the results for estimated data accuracy as shown
in Fig. 22.3b which can sense more accurate data compare to other information
(distortion) accuracy models [4–6]. Thus our propose EDAM can sense more
accurate data than the other models [4–6], as we keep increasing the number of
sensor nodes for h ¼ 70. In Fig. 22.3b, it is clear that seven to ten sensor nodes are
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Fig. 22.2 a Circular topology for deployed sensor nodes. b Radius of circular topology versus
data accuracy
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sufficient for achieving the same estimated data accuracy level instead of
deploying thirty-four sensor nodes in the field. Hence it is unnecessary to choose
all the sensor nodes to perform data accuracy at the sink node. Therefore an
optimal jjW jj ¼ w number of sensor nodes can be selected for sensing source event
and performs the data accuracy at the sink node.

In third simulation, we assume some of the sensor nodes get malicious due to
extreme physical environment e.g. heavy rain fall. In such tropical situation, these
sensor nodes read inaccurate data in the network. This means noise variances of
malicious nodes are much higher compare to the noise variance of normal nodes. We
define normal node as non malicious node or good node in the wireless network. We
perform simulation for estimated data accuracy model (EDAM) and compare with
the other information accuracy models [4–6] under malicious nodes condition. For
the simplicity of our simulation, we initially deployed ten sensor nodes and assume
out of ten sensor nodes, six sensor nodes are malicious as shown in Fig. 22.4a. We
keep on adding the number of sensor nodes to thirty-four sensor nodes deployed
randomly in the network. Finally we conclude that EDAM performs much better than
other models still we introduce some malicious nodes in the network.

In Fig. 22.4b, we simulate for EDAM with respect to normal nodes and for
introducing some malicious nodes in the sensing region. In this simulation setup,
we compare two deployment scenarios. In first scenario, initially we deploy ten
sensor nodes and keep adding nodes to thirty-four sensor nodes. These nodes are
normal nodes. In another scenario, initially we deploy ten sensor nodes in similar
way but out of ten nodes, six sensor nodes are malicious. We keep going on adding
sensor nodes till we get thirty-four sensor nodes in the network. We compare these
two deployment scenarios and conclude that sink node estimates more accurate
data when there are normal nodes in the network. But if there are some malicious
nodes in the network, the sink node estimates inaccurate data and performs poor
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data gathering for the deployed sensor nodes. Another conclusion we can draw
from Fig. 22.4b is that the effect of noise variances of malicious nodes decreases
as we keep increasing the number of sensor nodes in the network.

22.4 Probabilistic Models for Selecting Minimal Set
of Sensor Nodes

In the previous section, we find EDAM for V set of sensor nodes to get an optimal
W set of sensor nodes which are sufficient to achieve approximately the same data
accuracy. Here we demonstrate a probabilistic approach for selecting W , an
optimal set of sensor nodes from V set of sensor nodes, which are in active mode
and keeping rest of the sensor nodes in sleep mode in the network. Therefore, we
find the expectation of V set of sensor nodes in the network as follows

E½V� ¼
Xv

i¼1

E½vi� ð22:18Þ

where vi 2 f0; 1g with Pðvi ¼ 1Þ ¼ P, for vi ¼ 1 denotes node i is selected. We
perform all the combination of v sensor nodes taken w at a time given as vCw to
find data accuracy at the sink node. Hence probability by which selecting an
optimal active sensor nodes subjected to estimated data accuracy function is given
as

AðPÞ ¼
Xv

w¼1

Aðv ¼ wÞvCwPwð1� PÞv�w ð22:19Þ
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Thus minimum probability ðPminÞ [7] for achieving a required level of data
accuracy with d as a user dependent factor ð0\d\1Þ to find optimal set of sensor
nodes in network is given as

Pmin ¼ arg min
P
fAðPÞ� dAmaxg where Amax ¼ Að1Þ ð22:20Þ

In Fig. 22.5, we plot for the selection of optimal sensor nodes with probability
P with respect to estimated data accuracy function AðPÞ. Here we take Pmin = 0.2
for achieving a required level of AðPÞ for d ¼ 0:946.We find Wðw ¼ 7Þ optimal set
of sensor nodes from Vðv ¼ 34Þ set of wake up sensor nodes and rest ðv� w ¼ 27Þ
of the sensor nodes goes to sleep mode in the network. Thus we can increase the
lifetime of the network by reducing the number of sensor nodes subjected to data
accuracy.

22.5 Conclusions

In this paper, we propose estimated data accuracy model (EDAM) for the sensor
nodes to sense more accurate data from the physical environment. Simulation
results shows EDAM performs better and can sense more accurate data than other
information accuracy models. Moreover we perform EDAM under malicious
nodes condition and conclude that if some of the sensor nodes get malicious in the
network, it read and transmits inaccurate data which results poor data gathering at
the sink node. Finally a probabilistic model is developed using EDAM to find the
minimal set of sensor nodes which is sufficient to perform the same data accuracy
level achieve by the maximal set of sensor nodes.
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Chapter 23
Improvement of system stability margins
using coordination control of Static Var
Compensator (SVC) and Thyristor
Controlled Series Capacitor (TCSC)

Venu Yarlagadda, K. R. M. Rao and B. V. Sankar Ram

Abstract The Thyristor Controlled Series Compensator (TCSC) and Static Var
Compensator (SVC) are variable impedance Flexible AC Transmission Systems
(FACTS) Controllers. A combination of the TCSC and the SVC installation is
proposed to acquire superior performance for the power system. The coordination
between the two pieces of equipment is designed with the SVC treated as the
supplement of the TCSC. When operation of the TCSC is constrained by
the inherent limitation of equipment, such as due to the firing-angle limitation of
the thyristors, the adjustable SVC can supply the auxiliary support to improve the
overall performance. The voltage and angle stability margins can be greatly
improved with the compatible control schemes of the TCSC and the SVC.

Keywords TCSC � SVC � Co-ordination control of SVC and TCSC � Design of
small scale TCSC model � Variable impedance FACTS controllers � Single
machine two bus system � Voltage stability � P–V curves and P-d curves

V. Yarlagadda (&)
EEE Department, VNR VJIET, Hyderabad, India
e-mail: venuyar@gmail.com

K. R. M. Rao
EEE Department, MJCET, Hyderabad, India

B. V. Sankar Ram
EEE Department, JNTUH, Hyderabad, India

V. V. Das (ed.), Proceedings of the Third International Conference on Trends in Information,
Telecommunication and Computing, Lecture Notes in Electrical Engineering 150,
DOI: 10.1007/978-1-4614-3363-7_23, � Springer Science+Business Media New York 2013

207



23.1 Introduction

Voltage stability improvement demands different techniques, fixed compensation
and the variable compensation. FACTS controllers which are the variable com-
pensation devices are being used for more effective results. In this paper, the
coordination control of Thyristor Controlled Series Capacitor (TCSC) and Static
Var Compensator (SVC) is implemented practically in the laboratory. The TCSC
is used as an auxiliary controller and SVC is used as the Master controller by
which the Stability Margins have been enhanced tremendously which has been
proved by the P–V and P-d curves and bar charts.

23.2 Power System Stability

Successful operation of a power system depends largely on the engineer’s ability
to provide reliable and uninterrupted service to the loads. The reliability of the
power supply implies much more than merely being available.

Ideally, the loads must be fed at constant voltage and frequency at all times. In
practical terms this means that both voltage and frequency must be held within
close tolerances so that the consumers’ equipment may operate satisfactorily.

23.3 Stability Indices

23.3.1 P-V Curve

As the power transfer increases, the voltage at the receiving end decreases. Finally,
the critical or nose point is reached. It is the point at which the system reactive
power is out of use. The curve between the variation of bus voltages with output
power (P) is called as P–V curve or ‘Nose’ curve. PV curves are used to determine
the loading margin of the power system. The margin between the voltage collapse
point and the current operating point is used as voltage stability criterion.

23.3.2 P-d Curve

The relation between input power and the load angle is called power angle
characteristics. The equation is given by, P = EVsind/X. The steady state stability
limit is EV/X and it occurs at 90�.
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23.4 Thyristor Controlled Series Capacitor

A capacitive reactance compensator which consists of series capacitor bank
shunted by a thyristor controlled reactor in order to provide a smoothly variable
series capacitive reactance.

A TCSC is a series-controlled capacitive reactance that can provide continuous
control of power on the ac line over a wide range. From the system viewpoint, the
principle of variable-series compensation is simply to increase the fundamental-
frequency voltage across an fixed capacitor (FC) in a series compensated line
through appropriate variation of the firing angle, a. A simple understanding of
TCSC functioning can be obtained by analyzing the behavior of a variable
inductor connected in parallel with an FC. The equivalent impedance, Zeq, of this
LC combination is expressed as The impedance of the FC alone, however, is given
by—j(l/xC).

If xC - (l/xL) [ 0 or, in other words, xL [ (1/xC), the reactance of the FC is
less than that of the parallel-connected variable reactor and that this combination
provides a variable-capacitive reactance are both implied.

23.5 Design of Thyristor Controlled Series Capacitor

Consider the Line reactance of the transmission line in per unit system. For 50 %
compensation, the value of the capacitor in the TCSC will be 50 % of the line
reactance.

Now for capacitive compensation, the value of inductive reactance must be
greater than capacitive reactance, that is, Xl [ Xc

Xtcsc ¼ Xl � Xcð Þ = Xl � Xcð Þ ð23:1Þ

Total reactance of the line with TCSC is

X ¼ Xl � Xtcsc ð23:2Þ

Qtcsc ¼ Ic � Ic � Xcð Þ � Itcr � Itcr � Xlð Þ ð23:3Þ

The variation of reactive power demand with load variations are obtained as
Now, if Qdmin = minimum reactive power demand, Qdmax = maximum reac-

tive power demand

Qtcsc ¼ Qdmax � Qdmin ð23:4Þ

Qref = Q1 = 1 p.u (corresponding to voltage value of 1 p.u)
V = Vref = 1.0 p.u

Qc ¼ Qmax � Qref ð23:5Þ
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QtcrðaÞ ¼ Qref � Qmin ð23:6Þ

Qtcsc ¼ Qc � QtcrðaÞ ð23:7Þ

Therefore

Itcr � Itcr � Xl ¼ Ic � Ic � Xc � Qtcsc ð23:8Þ

Hence

Xl ¼ Ic � Ic � Xc � Qtcscð Þ = Itcr � Itcr ð23:9Þ

This is how the value of the inductive reactance in the TCSC circuit is
calculated.

23.6 Design Static Var Compensator

The SVC behaves like a shunt-connected variable reactance, which either gener-
ates or absorbs reactive power in order to regulate the PCC voltage magnitude. In
its simplest form, the SVC consists of a TCR in parallel with a bank of capacitors.
The design of SVC is based on our test system Requirements. For any system find
the variation of reactive power with load variations i.e. Qd = (Q1, Q2,., Qn).Whare
Qd is the Reactive Power Demand and Q1, Q2,…, Qn are the variations in demand.

Set the Reference Voltage it may be set to 1.0 p.u or as closer as possible to it
and find corresponding Reactive Power demand. Set reference reactive power Qref

as 1.0 p.u (corresponding to voltage value of 1.0 p.u).
The fixed Capacitor (FC) value of the SVC can be obtained as Qc = Qmax -

Qref, Where Qc is the Reactive Power of the FC and Qmax is the maximum Reactive
Power Demand.

Qc ¼ V2= XC ð23:10Þ

Therefore

XC ¼ V2= Qc ð23:11Þ

XC ¼ 1=2pfC ð23:12Þ

C ¼ 1=2pXC ð23:13Þ

In SVC circuit XC is in parallel with Xl

QtcrðaÞ ¼ Qref � Qmin ð23:14Þ

Xl ¼¼ V2= QtcrðaÞ ð23:15Þ

Qsvc ¼ Qc � QtcrðaÞ; ð23:16Þ
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23.7 MATLAB/SIMULINK Based Coordination Control
of TCSC and SVC

The MATLAB/SIMULINK model is shown in Fig. 23.1 below, it consists of
TCSC in series and SVC in shunt. The feed back system uses voltage feedback, PI
controller, error detector to compensate error voltage, so the output voltage is fixed
at reference voltage, the simulation diagram is shown below in Fig. 23.1 shows the
simulation results without SVC and TCSC and Fig. 23.2 and 23.3 shows the
simulation results without and with coordination control of SVC and TCSC
respectively. Simulation results shows the improvement in the voltage profile.

23.8 Laboratory Based Co-Ordination Control
of TCSC and SVC

The SMTB test system with a source feeding the RL load through a transmission
line model and tested with and without Coordination control of TCSC and SVC.
PV and P-d curves have been drawn for both the cases. The system stability has
been assessed with these curves. The test results show the improvement in the
stability margins.The circuit arrangement for testing and coordination control of
SVC and TCSC is shown Fig. 23.4 below.

This circuit consists of SVC and TCSC, TCSC is connected in series and TCR
of TCSC is connected in parallel to series capacitor. SVC is connected in parallel
to load. Shunt capacitor is connected through TPST switch. Initially firing angle is

Fig. 23.1 SIMULINK model of test system with SVC & TCSC
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Fig. 23.2 Voltage waveforms without SVC & TCSC

Fig. 23.3 Voltage waveforms with SVC

Fig. 23.4 Circuit diagram for coordination control of SM three bus test system (T-Line)
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kept at 180�, if voltage is more than reference load voltage then firing angle to both
TCR (SVC & TCSC) are decreased towards 90� and voltage is verified continu-
ously. If voltage is find bellow reference voltage then firing angles of both TCR’s
increased towards 180�, after keeping firing angles at reference voltage, still
voltage is less then shunt capacitor is turned on by closing TPST switch. The
feedback is taken continuously and output voltage is maintained constant. Fig-
ure 23.5 shows the Test System Experimental setup in the Laboratory. Figure 23.6
shows the P-d Bar Graphs of Coordination control of TCSC and SVC, Fig. 23.7
shows P-V Bar Graphs of Coordination control, Fig. 23.8 shows the P-V curves
without and with Coordination control and Fig. 23.9 shows the P-d curves without
and with compensation. All of these graphs shows that the system stability margins
have been enhanced tremendously.

23.9 Conclusions

A combination of the small scale models of TCSC and SVC has been developed in
the laboratory to achieve superior performance of the system. A coordinated
control scheme is implemented using TCSC and SVC to enhance the stability
margin further.

The SVC serves as a master controller in supplementary to the TCSC, which
acts as auxiliary controller. Whenever the TCSC is constrained, the SVC will
automatically supply the auxiliary adjustment to the system under the proposed
control scheme in order to improve the overall stability of the system. The test
results show the effectiveness of the coordination control on improvement in
system stability margins.

Fig. 23.5 Test system experimental setup in the laboratory
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23.10 Future Scope

The coordination control of SVC & TCSC can be extended to the large rating
machines and Large Interconnected Power Systems. The SVC & TCSC can also be
fabricated by using IGBT’s and testing can also be performed using DSP.
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Chapter 24
Effect of Parasitics of Feed-Forward
Compensated OTA on Active-RC
Integrators

S. Rekha and T. Laxminidhi

Abstract This paper analyzes the effect of parasitics of the Operational
transconductance Amplifiers (OTAs) on Active-RC Integrators. The analysis is
carried out for an Active-RC integrator built around a feed-forward compensated
OTA designed in 180 nm CMOS technology to operate at a supply voltage of
0.5 V. A non-ideality factor (NIF) has been defined that accounts for the deviation
of the response of the Active-RC integrator from the ideal. Simulations performed
on the transistor level integrator justifies the mathematical analysis presented.

Keywords OTA � Feed-forward compensation � Non-ideality

24.1 Introduction

Continuous time filters are one of the important analog modules in a System on
Chip. Basic building block of such analog filters is an integrator. Operational
transconductance Amplifiers (OTAs) are typically used to realize the integrator.
The conventional Miller compensation adopted in OTAs make them slow due to
the limited Unity gain Bandwidth (UGB). This limitation can be overcome by
using feed-forward frequency compensation [1] which compensates the loop by
introducing a left half plane zero without significant change in OTA poles [2–4].
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In the regime of integrated circuits, parasitic capacitors and resistors are
inherent to the circuit. The transistors are the major contributors to these parasitic
capacitances and then follows the parasitic capacitances and resistors introduced
by the layout. The circuit designers and layout designers take utmost care to
minimize these parasitics. However, in sub-micron technology it becomes almost
impossible to reduce these parasitics beyond certain point. In the case of contin-
uous time filters, the filters are design centered to obtain a response that is close to
ideal even in the presence of parasitics by using design centering techniques. One
such technique is reported in [5], where the integrated capacitors are tuned. This
may not be the case always. One example would be an active RC filter built using
an OTA having feed-forward compensation [4]. A schematic of a fully differential
feed-forward compensated OTA is shown in Fig. 24.1 where gm1, gm2 and gm3 are
the transconductors. There will be finite input/output and intermediate stage
resistance and parasitic capacitance that will affect the performance of the inte-
grator (filter) designed using such an OTA, specially the range of frequency over
which the integrator can be operated satisfactorily. This paper analyzes how the
range of frequency of operation is limited by the OTA non-idealities in the regime
of low-voltage circuits. A bulk-driven OTA is designed to operate at 0.5 V for the
analysis the details of which are given in Sect. 24.2. The effect of OTA non-
idealities on an integrator designed using this OTA is given in Sect. 24.3. Results
and conclusions are given in Sects. 24.4 and 24.5 respectively.

24.2 Pseudo Differential Bulk Driven OTA

The fully differential feed-forward compensated OTA shown in Fig. 24.1, is
designed by using fully differential transconductors gm1, gm2 and gm3. gm1 and gm2

form the forward path and gm3 forms the feed-forward path. The gm s are realized
using PMOS input bulk-driven pseudo-differential transconductor, the schematic
of which is shown in Fig. 24.2a. Pseudo-differential operation is preferred in order
to have sufficient head-room when operating at 0.5 V supply. For a detailed
information on the design, the reader is referred to [6]. M1 and M2 are the input
transistors operating in saturation. M3 and M4 form the NMOS loads and operate
in weak inversion. Gates of M1 and M2 are biased to carry a quiescent current of
10 lA. Gates of M3 and M4 are biased with a common mode feedback voltage
which sets the output common mode voltage. M1d and M2d are the dummy

Fig. 24.1 Schematic of a
feed-forward compensated
OTA
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transistors connected to reduce the effect of coupling capacitance between the
input and output (Bulk and Drain) of the bulk driven transistors. The input and
output common mode voltages of the transconductor are fixed at 0.25 V.

The transconductor is modeled to match the actual response and the single ended
small signal equivalent circuit is shown in Fig. 24.2b. In the figure, gmb is the bulk-
transconducatnce of input transistor (M1/M2). cin and cout are the effective parasitic
capacitances at input and output respectively. Similarly, rin and rout are the effective
input and output resistances respectively. cc is the effective coupling capacitance
between the input and the output (bulk and drain) whose effect is minimized in the
transconductor with the help of dummy transistors shown in Fig. 24.2a. Modeled
values of the transconductor are as follows. gmb = 45.44 lS; rin = 14.36 MX;
rout = 385.80 kX; cin = 443.57 fF; cout = 189.63 fF; cc = 0.682 fF. The effect of
cc is neglected for the analysis as it is made small by design. The OTA, shown in
Fig. 24.1, is then realized using the transconductor shown in Fig. 24.2a. The
designed OTA has an open loop DC gain of 44 dB, 3-dB bandwidth of 601 kHz,
UGB of 22 MHz and a phase margin of 68.5� and a gain margin of 54.89 dB under
no load condition. Figure 24.3 shows the small signal model (single ended) of the
OTA with input, output and intermediate stage parasitics. Note that gms shown in
the figure actually represent the bulk transconductance (gmb) shown in Fig. 24.2b.
Transfer function of the OTA can be written as shown in (24.1).

Vo

Vi
¼ rintrbg2

m þ gmrb þ gmrintrbcints

½1þ rintcints�½1þ rbcbs� ð24:1Þ

The OTA has two poles and a zero in the left half s-plane. Because of these
parasitic poles and the zero, the integrator designed using this OTA will be non-
ideal. The effect of these parasitic poles and zero on the integrator is analyzed in
the next section.

Fig. 24.2 Bulk driven pseudo differential Transconductor a Schematic b Single ended small
signal model
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24.3 Integrator

Consider a general schematic of an active-RC integrator as shown in Fig. 24.4.
Single ended circuit is shown for simplicity. y1 represent the admittance of the
integrating resistor. y2 represent the feedback admittance (integrating capacitor).
ya and yb are the input and output admittances of the OTA. Gm is the transcon-
ductance of the OTA. The transfer function of this circuit can be written as in
(24.2).

Vb

Vi
¼ � y1

y2

1
1� FðsÞ

� �
ð24:2Þ

where

F sð Þ ¼ y0ay0b
y2ðy2 � GmÞ

ð24:3Þ

ya
0 and yb

0 are the net admittances at nodes ‘a’ and ‘b’ respectively. All the
variables in (24.2) are functions of complex frequency ‘s’.

y0a ¼ y1 þ y2 þ ya ð24:4Þ

y0b ¼ y2 þ yb ð24:5Þ
In the case of feed-forward compensated OTA shown in Fig. 24.3, the trans-

conductance Gm can be written as in (24.6).

Gm ¼
gm1r1gm2

1þ r1c1s
þ gm3 ð24:6Þ

Fig. 24.3 Small signal
model of the feed-forward
OTA

Fig. 24.4 Single ended
Integrator topology
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If F(jx) approaches zero, then (24.2) reduces to the form shown in (24.7), in the
Fourier domain.

VbðjxÞ
ViðjxÞ

¼ � y1ðjxÞ
y2ðjxÞ

ð24:7Þ

which is what would have been obtained using an ideal OTA with Gm(jx) tending
to infinity. So, we can denote 1/(1-F(jx)) as a non-ideality factor (NIF) which must
approach to one or in other words F(jx) must be negligible compared to unity. It is
clear that F(jx) is frequency dependent which in-turn is decided by ya, yb and Gm.
Therefore for a given OTA, there is a range of frequency over which the integrator
can be expected to work satisfactorily. Conversely, if the integrator is to be
designed for a given frequency range then the OTA needs to be designed such that
its parasitics have minimum effect on the integrator response.

24.4 Results and Discussion

An integrator is designed to study the effect of non-idealities of the OTA.
The single ended schematic of the integrator is shown in Fig. 24.5. OTA parasitics
are not shown for simplicity. The integrator is designed for an Unity gain
frequency of 380 kHz (assuming ideal integrator), with R = 290 kX and
C = 1.44 pF. The ideal transfer function of the integrator is as given in (24.8).

VoðjxÞ
ViðjxÞ

¼ �1
jwCR

ð24:8Þ

Considering the parasitics of OTA, the Non-ideality factor, NIF (1/(1-F(jx))) is
computed using MATLAB. The magnitude and phase of the NIF are plotted in
Fig. 24.6. Ideally one needs |NIF| = 1 and phase of (NIF) = 0. In Fig. 24.6 it can
be seen that it is not so and is frequency dependent. From the magnitude plot of
NIF, we can see that there is a zero at the origin of s-plane. This zero gets canceled
with the pole (at origin) of ideal integrator producing a lossy integrator response.
Magnitude plot of NIF also shows a pole at around 2.5 kHz which is the -3 dB
frequency of the lossy integrator. For frequency beyond 1 MHz, |NIF| is found to
increase and is highly frequency dependent for certain frequency range i.e., from 1
to 10 MHz. Similarly the phase plot of NIF shows an additional phase lag in this
frequency range. This deviation is due to the non-ideality of OTA. The two poles
and a zero of the OTA will be dispositioned and moved when the feedback is built

Fig. 24.5 Single ended
schematic of the integrator
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around the OTA. In addition, a right half plane zero is introduced due to the
integrating capacitor. To justify the analysis, the transistor level integrator is
simulated and frequency response is shown in Fig. 24.7. It can be seen that beyond
1 MHz, the response is in error from ideal, justifying the mathematical analysis.

24.5 Conclusions

Effect of the non-idealities of feed-forward compensated OTA, particularly finite
gain-bandwidth of the OTA on the integrator performance is studied. The non-
ideality factor of the transfer function depends on the parasitic resistances and
capacitances of the OTA. The results are proved with the help of a lossy integrator
built around a feed-forward compensated OTA in 180 nm CMOS process oper-
ating at a supply voltage of 0.5 V. The simulation results show a good match with
the analytical results.

Fig. 24.6 Frequency
response of NIF

Fig. 24.7 Frequency
response of integrator
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Chapter 25
Modeling of Photovoltaic Charging
System for the Battery Powered Wireless
Sensor Networks

R. Hemalatha, R. Ramaprabha and S. Radha

Abstract Wireless Sensor Networks (WSN) requires energy harvesters to reduce
the frequent replacement of the motes on field. This paper presents the modeling
and design of a Solar Photovoltaic Charging (SPC) system with Incremental
Conductance algorithm and Boost converter. Modeling of the chosen PV module
(950 mW) is done and the characteristics are analyzed. The working of the
Maximum Power Point Tracker (MPPT) is checked under arbitrarily varying
irradiance and temperature conditions. The generated energy is stored in the 4.8 V,
150 mA NiMH battery. In this paper, mathematical modeling of WSN mote as a
resistor based on the energy consumption of the mote in the active and sleep state
is proposed. Series Charge regulation is used to improve the battery lifetime. The
entire SPC system is developed using MATLAB/SIMULINK.

Keywords WSN � MPPT � PV module � Mote model � MATLAB � SIMULINK

Nomenclature
I, V Solar current and solar voltage
Iph Light generated current
Io Reverse saturation current
q Electron charge
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Rse Series resistance
n Diode ideality factor
K Boltzmann’s constant
T Temperature
Tref Reference temperature
Isc_Tref Short circuit current at Tref

Vt_Tref Thermal voltage at Tref

Io_Tref Reverse saturation current at Tref

DI; DVc Ripple current and voltage
k Duty cycle

25.1 Introduction

A WSN consists of spatially distributed autonomous sensors to monitor physical or
environmental conditions and to cooperatively pass their data through the network
to a main location. The development of wireless sensor networks was motivated by
military applications such as battlefield surveillance; today such networks are used
in many industrial and consumer applications. The sensor nodes have limited
energy supply (batteries). It is hard to replace or recharge nodes battery once
deployed. To achieve longer operational lifetime of batteries energy harvesting can
be used to increase the life time of the node.

Energy harvesting is the process by which energy readily available from the
environment is captured and converted into usable electrical energy. There are
several sources of energy harvesting among which solar energy is a mature
technology [4] for large scale energy generation since it has maximum power
density. The solar energy is a one form of an environmental energy and the pattern
of energy will be different in space and frequently it varies with time.

Ambimax, an energy harvesting circuit and a supercapacitor based energy
storage system for WSN is demonstrated in [11]. It performs MPPT autonomously,
and uses supercapacitor as storage element. It also enables the composition of
multiple energy harvesting sources including solar, wind, thermal, and vibration.
Efficient multi-stage energy transfer system that reduces the common limitations
of single energy storage systems is proposed in [10] to achieve near perpetual
operation. The system uses super capacitors as primary buffer and a lithium
rechargeable battery as secondary buffer. DuraCap [12] utilized supercapacitor as
the energy storage element. A bound-control circuit for PFM regulator switching is
used as the MPPT to achieve high conversion efficiency and minimal downtime.

In this paper the SPC system is designed with boost converter and Incremental
Conductance algorithm to track the maximum power. Since the battery voltage is
greater than the PV module voltage, to get better efficiency boost converter is used.
NiMH Battery is used. Series Charge Regulation is done to increase the lifetime of
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the battery. To suit the WSN requirement solar panel in milli watt range is taken
for consideration. The analysis is done with a resistive load representing the active
and sleep state of the WSN mote.

25.2 Photovoltaic Modeling

25.2.1 PV Model

The photovoltaic effect is the creation of a voltage (or a corresponding electric
current) in a material upon exposure to light. Before using the solar cells practi-
cally, it is essential to have a simulation model to analyze the behavior of solar
cells under varying illumination and temperature conditions. From the several
models available in literature [1–3]; the one diode model [2] is presented here. The
ideal solar cell can be modeled as a current source in parallel with the diode as in
Fig. 25.1. The output of the current source is directly proportional to the light
falling on the cell.

The net current of the module is the difference of the light generated current,
Iph and the normal diode current Id. The calculation is done with including the
series resistance and neglecting the shunt resistance. The diode quality factor is set
to a value between 1 and 2 to provide better curve match. In this paper it is chosen
as 1.1. The following Eqs. (25.1–25.8) are used for modeling the solar module [2].

I ¼ Iph � Io e
q VþIRseð Þ

nkT
�1

� �
: ð25:1Þ

Iph ¼ Isc Tref �
G

Gn

þk1 Top � Tref

� �
: ð25:2Þ

k1 ¼ Isc T2 � Isc Tref

T2 � Tref

: ð25:3Þ

Vt Tref =
AkTref

q
: ð25:4Þ

RshD

Rse

G

Iph I

Id

+

-

V

Fig. 25.1 Equivalent circuit
of ideal PV module
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Io Tref ¼
Isc Tref

exp Voc Tref

Vt Tref

� �
�1

� � : ð25:5Þ

Io ¼ Io Tref�
Tref3

Tok3

e

qVg
Ak

1
Tref
� 1

Tokð Þ: ð25:6Þ

Rs ¼ �
dV

dIvoc
� 1

XV
: ð25:7Þ

XV ¼
Io Tref
Vt Tref

� e
Voc Tref
Vt Tref : ð25:8Þ

25.2.2 MATLAB Model of the PV Module

The Blue Solar SL8585 mm PV module has been chosen for modeling since it is
well suited with the requirement range of WSN. It has 950 mW of nominal
maximum power. It is of monocrystalline type. The electrical characteristic of the
cell under Standard test conditions is given as: Maximum Power-950 mW (Pmax),
Voltage at max power-4.5 V (Vm), Current at maximum power-210 mA (Im),
Open circuit Voltage-4.7 V (Voc) and Short circuit Current-215 mA (Isc).

When the irradiance (G) changes at constant temperature, Voc remains almost
unchanged and there is variation in the module current. When G increases, the
short circuit current also increases proportionally as shown in Fig. 25.2, this
increases the power accordingly. When temperature changes at constant irradi-
ance, Isc remain almost unchanged and there is variation in the open circuit voltage
Voc. When temperature increases, the open circuit voltage decreases proportionally
this reduces the power accordingly. The variation in temperature and irradiance
affects the amount of power extracted from the module and the maximum power
point. This necessitates the use of MPPT to track the changing peak [2, 5].

Fig. 25.2 Solar module V–I and power characteristics under varying irradiances at 25 �C
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25.3 Modeling of DC–DC Boost Converter

DC converter can be considered as an ac transformer with a continuously variable
turns ratio. It is used to control the power flow from the PV module to the battery
and the load. The transistor switching loss increases with the switching frequency
and as a result efficiency decreases. The core loss of the inductor limits the high
frequency operation. The choice of the switching frequency is made by consid-
ering these losses. Boost converter as in Fig. 25.3, is used as MPPT for the SPC
system proposed in this paper.

The basic assumptions made in this simulation are: All switches are ideal, Boost
converter operates in continuous charging mode and the current is assumed to rise
and fall linearly. The design equations of the boost converter are given through
(25.9–25.11).

The relation of input and output voltage in the boost converter is given in (25.9)

Vin

Vo
¼ 1� kð Þ: ð25:9Þ

The inductor and the capacitor values are obtained using,
Considering the input voltage to the converter as the maximum power point

voltage of the solar module, using (25.9–25.11) the parameters for the converter
are designed and the values are given as: Input Voltage-4.5 V, Switching Fre-
quency 10 kHz, Inductance 200 mH and Capacitance 200lF.

DI ¼ vink

fL
: ð25:10Þ

DVc ¼
Iok

fC
: ð25:11Þ

25.4 Maximum Power Point Tracking

The maximum power extracted from the PV module depends mainly on three
factors: irradiance, load impedance and module temperature. When a PV module
is directly connected to the load, the system will operate at the intersection of the

Fig. 25.3 Boost converter
circuit
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I–V curve and load line, which can be far from the Maximum Power Point (MPP).
The MPP production is therefore based on the load-line adjustment under varying
atmospheric conditions. The SPC system should be designed to operate at the
maximum output power levels for any temperature and solar irradiation levels at
all times. To adapt the load resistance to the PV modules and extract maximum
power from them, the duty cycle is set to its optimal value which corresponds to its
optimal operating point (Vm, Im) using MPPT. The flowchart for the incremental
conductance algorithm is shown in Fig. 25.4.

25.4.1 Incremental Conductance Algorithm

The output voltage and current from PV module are monitored to calculate the
conductance and incremental conductance. Comparing the conductance values the
MPP reference signal is generated by increasing or decreasing the photovoltaic
voltage reference. Variation in the reference voltage is taken as 0.01 V to reduce
the fluctuation voltage at maximum power point. When PV system is connected to
load through boost converter with I&C algorithm, the irradiance change is detected
correctly and the output power in the circuits is tracked effectively as shown in
Fig. 25.5. The irradiance changes at 0.5 s in the simulation. The output power
produced in this case is better than the converter circuit without MPPT.

Fig. 25.4 Flowchart for
incremental conductance
algorithm
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25.5 Battery Modeling

The 4.8 V 150mAh Nickel metal hydride rechargeable battery is used as the
storage element. NiMH battery is chosen since it has the following advantages:
better performance, Long battery life, extremely low battery cost, Stable perfor-
mance due to flat discharge curve, No memory effect, easy charging and usage.
The specifications used for the battery are: Type: V 110H, Nominal Voltage:
4.8 V, Nominal Capacity: 110 mAh, Typical Capacity: 120 mAh, Internal
Resistance: 1X

Dynamic modeling of the battery is done with the Eqs. (25.12–25.13) consid-
ering both the charging and discharging states [6],

Vbatt ¼ Eo � R � i� K
Q

Q� it
� it þ i�ð Þ þ Exp tð Þ: ð25:12Þ

Vbatt ¼ Eo � R � i� K
Q

itj j � 0:1 � Q � i�ð Þ � K
Q

Q� it
� it þ Exp tð Þ: ð25:13Þ

25.6 Modeling of the Load

As the system is designed for the WSN, the load has been modeled based on the
active and sleep state energy consumption of the motes as shown in Table 25.1.
Resistive loads are used such that the current drawn by the load is equivalent to the
sleep state and active state current of the mote. Power consumed by the mote in the
active and sleep state are considered to calculate the resistance values in these two

Fig. 25.5 PV system response to varying irradiance with incremental conductance algorithm
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states using (25.14). The values of the resistances calculated for the Mica2
(MPR400CB) is given in Table 25.1.

R ¼ V2

P
: ð25:14Þ

25.7 Solar Photovoltaic Charging System

The solar photovoltaic charging system shown in Fig. 25.6 consists of the solar
module, boost converter, battery, charge controller, buck converter to reduce the
voltage down to the mote operating voltage and the load. The MPPT controller
provides the peak operating point of the solar module whereas the boost converter
provides the impedance matching with the battery and the solar module. The input
and the output power of the SPC system are shown in Fig. 25.7 where the output
power approximately equals the input power.

The switches provide the series charge regulation of the system. Whenever the
battery terminal voltage is greater than the fully charged voltage (100 % State of
Charge) or greater than the upper limit of the charging cycle (80 % State of
Charge) the switch A is opened and prevents the overcharging of the battery and
increases its lifetime. If the battery voltage is less than the lower critical limit
(20 % State of Charge) and there is no power available from the solar module the
switch B is opened to avoid the draining of the battery. Battery nominal voltage is
4.8 V and the fully charged voltage will be 5.62, to supply power to the mote the

Table 25.1 Mote—load modeling

Mote name Mote state (at min volt
2.7 V)

Load resistance at
2.7 V

Load resistance at
3.3 V

Active (mW) Sleep (lW) Active (X) Sleep (kX) Active (X) Sleep (kX)

Mica2
MPR400CB

95 44 76.73 165.68 114.63 247.5

Fig. 25.6 Proposed solar photovoltaic charging system
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voltage is stepped down to 3.3 V using buck converter. The voltage is chosen from
the actual working range of the Mica2 mote under consideration (2.7–3.3 V).

For validation the mote is assumed to be in sleep state for 0.5 s and in active
state for 0.5 s. The initial state of charge (SOC) of the battery is considered to be
50 % in the simulation. The SOC is increased to 50.02 after simulation as shown in
Fig. 25.9. The irradiance used is G = 1,000 W/m2, so sufficient energy is avail-
able to supply to the load in both active and sleep states and the remaining is used
to charge the battery. The power consumption of the mote at active (more) and
sleep (less) state is shown in Fig. 25.8. The charging current of the battery is also
shown in the Fig. 25.9. Less current is consumed by the mote in sleep state so the
charging current to the battery up to 0.5 s is greater than the remaining duration

Fig. 25.7 Input and output power at the test condition

Fig. 25.8 Load power in
active and sleep states
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where the current consumption by the load is high. The proposed PC system thus
works properly at the varying states of the mote and varying irradiance condition.

25.8 Conclusion

In this paper SPC system for WSN mote with power flow control and battery
charging control is presented. The system is simulated using MATLAB-SIMU-
LINK. In this paper modeling of WSN mote as a resistor based on the energy
consumption of the mote in the active and sleep state is done. From the simulated
results the effectiveness of the proposed system is proved. In future work, closed
loop charging system for the battery will be implemented and the inductor ripple
current will be suppressed to get better efficiency.
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Chapter 26
Torque Computation of Induction Motor
with VVVF Drive Subjected to Severe
Torque Fluctuation

M. V. Palandurkar, J. P. Modak and S. G. Tarnekar

Abstract Load with severe torque fluctuations can be driven by an induction
motor with control of input frequency using VVVF inverters. Situation of rise in
load torque can be met by reduction in frequency at that instant. Situation of
sudden reduction in load torque can be met by increase in frequency, at that
instant. This paper deals with computations for such cases using the graphical
relation between torque and speed, finally leading to a plot of instantaneous motor
torque as a function of time.

Keywords Flywheel � Process machine � Demand torque � VVVF drive � T-s
curve

26.1 Introduction

Process machines with tougher duty cycles are required to drive variable demand
torque over one cycle of operation. These often need a bulky flywheel to smoothen
out variations in the speed of a shaft caused by torque fluctuations. Many machines
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have load patterns that cause the torque to vary cyclically. Adding bulky flywheel
is a solution accepted traditionally. Internal combustion engines with one or two
cylinders are a typical example. Piston compressors, punch presses, rock crushers
etc. are the other systems that have bulky flywheels. Flywheel is an inertial energy-
storage device which transacts mechanical energy and serves as a reservoir. It
absorbs mechanical energy by increasing its angular velocity and delivers the
stored energy by decreasing its velocity.

Figure 26.1 describes the schematics of an arbitrary process unit P along with
usual mechanical power transmission system for torque amplification and speed
reduction. In this figure, pulley D2 is a power transmission pulley also acts as a
flywheel. Pulley D1 is driving pulley receive power from induction motor M. The
arbitrary process machine P makes use of link mechanism or cam mechanism or
combination of linkage, cam and gears. For such process unit, at every instant,
demand torque changes with respect to time. The arbitrary demand torque char-
acteristic of any process machine can be estimated based on cycle time of oper-
ation, process resistance and inertia resistance. These can be detailed based on
intended operation and proposed details of partial mechanical design [1, 2].

Hence, this variation is cyclic and cycle time is commensurate with rpm of
process unit. A typical torque time relation for arbitrary process machine (say
mechanical punching press) is shown in the Fig. 26.2. Here, crank speed of input
shaft of the process machine is chosen as 20 rpm. Therefore, time for complete
cycle of operation should be 3000 m-Sec which gets completed in one rotation of
the input link of the process machine. This figure shows that demand torque varies
with time, which induction motor cannot generate. Hence, the flywheel is required
to make up for the difference of the torque in all time intervals marked in
Fig. 26.2. The portion of the system between D2 and process unit is subjected to
severe torsional vibrations. Also presence of flywheel with high moment of inertia
J in the process machine reduces acceleration, increases weight of engine. It is
harder to start and causes fatigue to the components of power transmission thereby
prolonging equipment functional failure [3]. Therefore, it is desirable to eliminate
bulky flywheel from the design of any process machine in general.

With the advent of electric drives and power electronics circuitry using VVVF
method, proper energy monitoring is possible to control the power supply to

M

P

Belt drive

Gear drive
D1

D2

Fig. 26.1 Schematics of an
arbitrary process unit,
mechanical power
transmission and 3 phase
induction motor
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induction motor having low moment of inertia to generate supply torque closely
matching with demand torque resulting in elimination of flywheel.

Among different control schemes, a constant volt per hertz principle is chosen
to drive three phase induction motor as shown in Fig. 26.3. In this technique, a
dynamic model of three phase induction machine is derived from two phase
machine. [4–6]. The equivalence between three phase and two phase machine is
based on the equality of the mmf produced in the two phase winding and three
phase winding. The stator and rotor variables are transformed to a synchronously
rotating reference frame that moves with the rotating magnetic fields. Finally, a
dynamic machine model in synchronously rotating and stationary reference frame
is developed in per unit by defining the base variables both in a� b� c and the
d � q� o variables. Authors have already reported [9], that the above method can
be analyzed. It uses VVVf based induction motor drive by controlling input side
frequency for better performance, with much smaller system inertia. According to
change in demand torque, varying cyclically with respect to time, the requirement
of input frequencies to the main drive during different time intervals also changes
in order to generate electromagnetic torque matching with demand torque. Hence,
problems occurring due to the presence of large flywheel between induction motor
and process machine are eliminated. It is observed that required effective energy
transaction from rotational masses to shaft of the motor to match the change of
load torque to peak value is also less when drive is controlled from input side by
frequency control, using VVVF technique, with low moment of inertia [10].

In the present paper, based on above technique, energy is calculated graphically
by plotting T-s characteristics at different required frequencies to meet demand
load torque characteristics changes suddenly low to high value and vice versa.

Ts, Av. Supply 
Torque 

Ts,Td A

30
Time (sec) 

B C DO’

1 2

T d,  Demand 
Torque 

E

Fig. 26.2 Arbitrary demand
torque characteristics
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26.2 Closed Loop Induction Motor Drive
with Constant Volts per Hertz Control Strategy

In an attempt to simplify the analysis, and to test the proposed system, using
standard logics in control system engineering, the demand torque variation of
assumed process machine is say as shown in Fig. 26.4. In order to produce same
demand torque, an implementation of the constant volts/hertz control strategy for
the PWM inverter fed induction motor on per unit basis, is simulated in MATLAB
simulink as shown in Fig. 26.5 with given mechanical load torque. In PWM
inverter, the per unit voltage command through volts/hertz function generator is
converted into three phase stationary reference frame variables a� b � c which
are further transformed into two phase stationary reference frame ds � qs vari-
ables and then into synchronously rotating frame in de � qe variables. A PI
controller is employed to regulate the slip speed of the motor to keep the motor
speed at its set value with respect to frequency given to drive. The major blocks
consist of PWM inverter, induction motor with mechanical load [7, 8]. In this
scheme mechanical load is varying cyclically in an assumed pattern. As the load
torque increases, the speed loop error generates the slip speed command wsl

through proportional-integral controller and limiter. The slip is added to the speed
feedback signal wr to generate the slip frequency command we. The slip frequency
command generates the voltage command V through a volts/hertz function gen-
erator. A step increase in slip frequency command weproduces a positive speed
error and the slip speed wsl is set at the maximum value.

The drive accelerates due to changes in the frequency and current, producing
the torque, matching with demand torque. The drives finally settle at a slip speed
for which motor torque balances the load torque. Hence, for varying load torque

1/sK1+ K2 /s+

- +
+

InverterWr
*

wr

P I
Controller

wsl

wr

Vs*

Encoder

Induction
Motor

Vdc

- +

Vs / We

we

Fig. 26.3 Induction motor drive with closed loop volts/hertz control
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with respect to time, the drive generates electromagnetic torque which almost
matches with demand torque of the process machine.

26.3 Locus of Operating Point

Here, two cases of varying load torque are considered as shown in Fig. 26.4. In
Case 1, load torque suddenly changes from low to high value. In case 2, the load
torque changes from high to low value.

26.3.1 Sudden Increase of Load Torque from Low to High Value

From t = 0–1.5 s as shown in Fig. 26.4, value of load torque is at low value, hence
required frequency to generate electromagnetic torque matching with demand
torque is 50 Hz, which is say at point A on torque slip characteristics plotted at
50 Hz shown in Fig. 26.6a, where induction motor is operating on motoring mode.
At t = 1.5 s, the torque suddenly rises to a peak value. In order to meet sudden rise
in load torque, required frequency for induction motor, using VVVF method is,
say, f1 where f1 \ 50 Hz. At this instant, load torque changes its position from A
(on T-s curve at 50 Hz) to D point which is on T-s curve plotted at frequency f1.
The path required to reach A to D point is from A to B, B to C and C to D. When
load torque was at low value, induction motor was operating in motoring mode but
as soon as load torque suddenly rises to peak value, induction motor shifts its
motoring mode to generating or braking mode at frequency f1 which travels from
A to B, B to C to meet the required load torque. C is a point where induction motor
runs at synchronous speed corresponding to frequency f1 and changes its operation
from generating mode to motoring mode to reach the point D to generate elec-
tromagnetic torque equal to load torque. Hence, by plotting T-s curve at 50 Hz and
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at frequency f1, generating and motoring electromagnetic torques are calculated
with speeds varying from A or B to D.

Similarly from Fig. 26.6b, same variations of speeds are calculated at different
instant of time when speed of induction motor suddenly reduces to low value
because of rise in peak load. Finally, required energy is calculated graphically by
plotting generating and motoring electromagnetic torque with respect to different
instant of time based on two graphs, shown in Fig. 26.6a and b to meet demand
torque characteristics replacing bulky flywheel.
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Fig. 26.6 a Flow of energy path of induction motor for sudden increase of load torque
b Reduction of speed of induction motor for sudden increase of load torque

Fig. 26.5 Complete induction motor model with PWM excitation and mechanical system along
with v = f control scheme in MATLAB simulink
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26.3.2 Sudden Decrease of Load Torque from High to Low Value

At t = 1.5–2.3 s, shown in Fig. 26.4, value of load torque is at high value, hence
required frequency to generate electromagnetic torque matching with demand
torque is say at frequency, f1, which is a point D on torque slip characteristics
plotted at that frequency shown in Fig. 26.7a. Here, induction motor is operating
on motoring mode. At t = 2.3 s, the torque suddenly decreases to low value. In
order to meet sudden decrease in load torque, required frequency given to
induction motor, using VVVF method is say at 50 Hz where 50 Hz [ f1. At this
instant, load torque changes its position from D point (on T-s curve at F1) to A
point (T-s curve plotted at 50 Hz). The path required to reach D to point A is from
D to E and E to A. Here induction motor operates only in motoring. Hence by
plotting T-s curves both at frequency f1 and at 50 Hz, electromagnetic torques are
noted down at different speeds varying from D to A. Similarly, from Fig. 26.7b,
same variations of speeds are calculated at different instants of time when speeds
of induction motor suddenly increase to high value because of decrease in load
torque. Finally, required energy is calculated graphically by plotting electromag-
netic torque with respect to different instant of time based on two graphs, shown in
Fig. 26.7a and b to meet demand torque characteristics.

26.4 Case Study

A process machine is so selected which comprises of some linkage mechanism as a
main processor. The total cycle time of the process machine is 3000 m-Sec. The
induction motor rating is three phase, 415 V, 1 hp with a synchronous speed of
1500 rpm. In this case, the average angular velocity of the input crank of the
process unit is chosen to be 20 rpm. This gives torque amplification from motor
shaft to the process unit shaft of the order of 1500/20 = 75 Induction motor
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Fig. 26.7 a Flow of energy path of induction motor for sudden decrease of load torque
b Increase of speed of induction motor for sudden decrease of load torque
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generates average supply torque of 0.596 kgf-m (with given torque formula [4]).
Thus, the supply torque at the process unit input shaft is 0.596 9 75 = 44.7 kgf-
m. Hence, the hp demand of the process unit with a given formula is,

hp ¼ 2 � p � N � T
4500

¼ 2 � p � 20 � ð0:596 � 75Þ
4500

� 1:248

26.5 Simulation and Result

In order to get desired result, the demand torque characteristic as shown in
Fig. 26.4, is imposed on VVVF based induction motor drive. The induction motor
drive is simulated in the synchronously rotating reference frame per unit basis
using MATLAB simulink [5, 9, 10]. The parameters of the sample induction motor
are shown in Table 26.1. After simulation, it is observed that induction motor
generates similar type of electromagnetic torque with respect to demand torque as
shown in Fig. 26.8a. The required frequency to generate electromagnetic torque
similar to load torque when it suddenly rises to peak value is 32.16 Hz. with drop
in speed is 88.75 rad/sec as shown in Fig. 26.8b and c respectively. Similarly
frequency of the supply to the induction motor changes from 32.61 to 50 Hz when
load torque decreases to low value as shown in Fig. 26.8d, e shows rise in speed
for fall in load torque.

Hence, for general case, knowing the variations in torque during different time
intervals, input frequency for the induction motor should be changed suitably.

Table 26.1 1 HP induction motor data

HP 1 = 0.75 kW

Rated voltage 415 V, ±10 % tolerance
Winding connection Star
Rated frequency 50 Hz
Pair of poles 2
Rated speed 1500 rpm
Stator resistance 12.5487 X
Rotor resistance 12 X
Stator leakage inductance 144.67 mH
Rotor leakage inductance 144.67 mH
Mutual inductance 545.78 mH
Moment of inertia 0.0018 kg m2

Friction factor 0.01
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After knowing the required frequency given to induction motor for two cases,
torque slip characteristics for 32.16 Hz (shown in Fig. 26.9) and 50 Hz are plotted
by writing programme in M file in MATLAB software. It is noted that when load
torque suddenly fluctuate to high value, frequency should be changed from 50 to
32.61 Hz. At that instant, induction motor which was operating in motoring mode
(50 Hz) suddenly starts operating in generating mode (32.61 Hz) and follows the
path: A to B, B to C. Then it operates in motoring mode from C to D to get desired
electromagnetic torque with different values of speeds as shown in Fig. 26.6a
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(simulation result is shown in Fig. 26.9). Further, these speeds are calculated at
different time interval as shown in Fig. 26.6b (simulation result is shown in
Fig. 26.8c). Finally based on two curves, energy graph is plotted graphically which
is based on available electromagnetic torque at different time as shown in
Fig. 26.10. Similar case happens when load torque changes from high to low value
(based on torque slip characteristics at 50 Hz and Fig. 26.8e). Plot of energy graph
at this case is shown in Fig. 26.11. Here, motor follows the operating point from D
to E and E to A as shown in Fig. 26.7a. In this case, induction motor operates only
in motoring mode while following this path. Hence, based on graphically plotted
path, behavior of dynamic nature of load torque is studied.

26.6 Conclusion

In order to eliminate bulky flywheel from the process machine having wide
fluctuation in load torque, now it is possible to control input side power and
frequency of the main drive using VVVF technique, to generate electromagnetic
torque characteristics almost matching with demand torque characteristics of the
process machine. Based on above technique, the required energy of induction
motor is calculated graphically by plotting two curves, one is T-s characteristics at
different frequencies (based on load torque) and corresponding speed with respect
to time at those frequencies. Induction motor changes its operating mode i.e. from
motoring mode to generating mode and then generating to motoring mode to meet
demand torque characteristics when load torque sudden changes from low to high
value whereas, from high to low value of load torque, operation of induction motor
remains in motoring mode. Hence, by graphically plotting instantaneous motor
torque as a function of time, dynamic behavior can be analyzed.
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Chapter 27
Performance Analysis of Different
Current Controllers for Active Power
Filter

Dipti A. Tamboli and D. R. Patil

Abstract Power Quality issues are becoming a major concern for today’s power
system engineers. Large scale incorporation of non-linear loads has the potential to
raise harmonic voltages and currents in an electrical distribution system to unac-
ceptable high levels that can adversely affect the system. Active power filter (APF)
based on power electronic technology is currently considered as the most com-
petitive equipment for mitigation of harmonics and reactive power simultaneously.
Instantaneous power theory is used for generation of reference current. This paper
presents a comparative study of the performance of three current control strategies
namely ramp comparison method, hysteresis current controller (HCC) and
Adaptive hysteresis current controller (AHCC) is carried out and superiority of
AHCC is established. Simulation results for all the method are presented using
MATLAB/SIMULINK power system toolbox demonstrating the effectiveness of
using adaptive hysteresis band.
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27.1 Introduction

Recent wide spread of power electronic equipment has caused an increase of the
harmonic disturbances and excessive reactive power in the power systems.
The harmonics causes problems in power systems and in consumer products such
as equipment overheating, capacitor blowing, excessive neutral currents and low
power factor. Extensive surveys [1, 2] have been carried out to quantify the
problems associated with electric power networks having nonlinear loads. Without
the drawbacks of passive harmonic filters, such as component aging, fixed com-
pensation, large size and resonant problems, the active power filter appears to be a
viable solution for reactive power compensation as well as for eliminating har-
monic currents. The theories and applications of active power filters have become
more popular and have attracted great attention since two decades ago [3]. APF
consisting of voltage source inverters and a dc capacitor have been researched and
developed for improving the power factor and stability of transmission systems.
APF have the ability to adjust the amplitude of the synthesized ac voltage of the
inverters by means of pulse width modulation or by control of the dc-link voltage,
thus drawing either leading or lagging reactive power from the supply.

One of the peculiar features of shunt APFs is that it does not require energy
storage units such as batteries or active sources in other forms for its compensation
mechanism. To accomplish this function, it requires an effective reference com-
pensation strategy for both reactive and harmonic power of the load. Generally, the
performance of APF is based on three design criteria [4–9]: (i) design of power
inverter; (ii) types of current controllers used; (iii) methods used to obtain the
reference current. Many control techniques have been used to obtain the reference
current [5–9]. Among these controllers the instantaneous real-power theory pro-
vides good compensation characteristics in steady state as well as transient states.
Figure 27.1 shows a system control block for a three-phase shunt APF.

Similarly various current controller techniques proposed for APF configuration,
such as triangular-current controller, periodical-sampling controller and hysteresis
current controller. In ramp comparison method multiple crossings of the ramp by

Active filter control

PWM control circuit

Vdc

iLVS

C

iC

iS iL

VS

Lf

Fig. 27.1 APF control
blocks
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the current error may become a problem when the time rate change of the current
error becomes greater than that of the ramp. Therefore nowadays, hysteresis
current controller method attracts researcher’s attention due to unconditional sta-
bility, fast transient response, simple implementation and high accuracy. However,
this control scheme exhibits several unsatisfactory features such as uneven
switching frequency and switching frequency variation within a particular band.
The adaptive-hysteresis current controller overcomes these demerits of HCC;
adaptive- HCC changes the bandwidth according to instantaneous compensation
current variation. This paper presents design and analysis of an active power filter
that uses instantaneous power-theory with three types of current controller which
generates switching pulses for APF. The shunt APF is investigated under non-
linear load and found to be effective for harmonics and reactive power compen-
sation according to IEEE standards.

The simulation is carried out using MATLAB/Simulink for non-linear loads at
different firing angles. This entire simulation studies were carried out by choosing
an 11 kV feeder providing supply to Walchand College of Engineering, Sangli,
India.

27.2 Instantaneous Reactive Power Theory (p-q Theory)

In 3-phase circuits with balanced voltage, instantaneous currents and voltages are
converted into instantaneous space vectors. In instantaneous reactive power the-
ory, the instantaneous 3-phase currents and voltages are expressed as the following
equations. These space vectors are easily converted into a-b coordinates [10, 11].

ia
ib

� �
¼ C32

ia
ib
ic

2

4

3

5 ð27:1Þ

ea

eb

� �
¼ C32

ea

eb

ec

2
4

3
5where C32 ¼

ffiffiffiffiffiffiffiffi
2=3

p 1 �1=2 �1=2
0

ffiffiffiffiffiffiffiffi
3=2

p
�

ffiffiffiffiffiffiffiffi
3=2

p
� �

ð27:2Þ

and a, b are orthogonal coordinates. ea and ia are on a axis, eb and ib are on b
axis. When the source supplies nonlinear loads, the instantaneous power delivered
to the loads includes both active and reactive components. So, the current vector i
was divided into active current component and reactive current component, which
are ip and iq respectively, as shown in Fig. 27.2.

In the representation of electric quantities, instantaneous active and reactive
powers are calculated as follows:

p = eip, q = eiq, Where, ip = icosu, iq = isinu make up Eq. (27.3):
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p
q

� �
¼ �pþ ~p

�qþ ~q

� �
¼ Cpq

ia
ib

� �
where Cpq ¼

ea eb

�eb ea

� �
ð27:3Þ

Here, ‘‘-’’ and ‘‘*’’ stand for dc and ac components, respectively. �pand �q are the
instantaneous active and reactive power (dc value) originating from the symmetrical
fundamental (positive-sequence) component of the load current, ~p and ~q are the
instantaneous active and reactive power (ac value) originating from harmonic and
the asymmetrical fundamental (negative-sequence) component of the load current.
These power quantities given above for an electrical system are represented in a-b-c
coordinates and have the following physical meaning:

�p = The mean value of the instantaneous active power—corresponds to the
energy per time unit transferred from the power supply to the load, through a-b-c
coordinates.

~q = Alternated value of the instantaneous active power—it is the energy per
time unit that is exchanged between the power supply and the load through a-b-c
coordinates.

�q = Instantaneous reactive power—corresponds to the power that is exchanged
between the phases of the load, but is responsible for the existence of undesirable
currents, which circulate between the system phases.

~q = The mean value of the instantaneous (conventional) reactive power.
From Eq. (27.3), in order to measure the harmonic currents and reactive current

component, fundamental active current corresponding to reactive power on a-b
coordinates should be first calculated and then transformed into a-b-c reference
frame shown in by Eqs. (27.4) and (27.5) respectively.
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� �
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� �
ð27:4Þ
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Finally, the reference compensation currents are obtained by Eq. (27.6)
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Fig. 27.2 Vector diagram of
voltage and currents
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The DC side voltage of APF should be controlled and kept at a constant value to
maintain the normal operation as well as to recover the energy loss due to con-
duction and switching power losses associated with the diodes and IGBTs of the
inverter in APF, which tend to reduce the value of Vdc across capacitor Cdc.
A feedback voltage control circuit is used and an error function which is difference
between the reference value, Vref and the feedback value (Vdc), passes through a
PI controller and the output of the PI regulator is added in the alpha axis value of
the fundamental current components.

27.3 Current Controller Techniques

27.3.1 Ramp Comparison Controller

The controller can be thought of as producing sine-triangle PWM with the current
error considered to be the modulating function. The current error is compared to a
triangle waveform and if the current error is greater(less) than the triangle
waveform, and then the inverter leg is switched in the positive (negative) direction
with the frequency of the triangular wave. Multiple crossings of the ramp by the
current error may become a problem when the time rate change of the current error
becomes greater than that of the ramp. However, such problems can be adjusted by
changing the amplitude of the triangle wave suitably.

27.3.2 Hysteresis Controller

The hysteresis band current control technique has proven to be most suitable due to
its unconditioned stability, very fast response, good accuracy, and inherent-peak
current limiting capability [12].

The conventional hysteresis band current control scheme is shown in Fig. 27.3
decides the switching pattern of active power filter [15]. The reference line current
of APF is referred to as Ica

* , and actual line current Ica. The switching logic
is formulated as follows: If ica \ (Ica

* - HB) upper switch is OFF and lower switch
is ON for leg ‘‘a’’ :(SA = l). If ica [ (Ica

* ? HB) upper switch is ON and lower
switch is OFF for leg ‘‘a’’ (SA = O). The switching functions SB and SC for
phases B and C are determined similarly, using corresponding reference and
measured currents and hysteresis bandwidth (HB). The switching frequency of the
hysteresis band current control method described above depends on how fast the
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current changes from the upper limit of the hysteresis band to the lower limit of the
hysteresis band, or vice versa.

27.3.3 Adaptive Hysteresis Current Controller

Width of hysteresis band determines the allowable current shaping error to control
the switching frequency of the inverter. The bandwidth should also be small
enough to supply the reference current precisely keeping the view of switching
losses and EMI related problems [12]. Therefore, the range of switching fre-
quencies used is based on a compromise between these factors. Switching fre-
quency of the hysteresis band current controller is depends on the rate of change of
the actual APF current and therefore switching frequency varies along with the
current waveform. Figure 27.4 shows the PWM current and voltage waves for
phase a [13]. When the actual line current of the active power filter tries to leave
the hysteresis band, the suitable IGBT is switched to ON or OFF to force the
current to return to a value within the hysteresis band. Then the switching pattern
will be trying to maintain the current inside the hysteresis band. Current ica tends to
cross the lower hysteresis band at point 1, where upper side IGBT of leg ‘a’ is
switched on. The linearly rising current iþca then touches the upper band at point 2,
where the lower side IGBT of leg ‘a’ is switched on. The following equations can
be written in the respective switching intervals t1 and t2.

L
diþa
dt
¼ 0:5 Vdc � Vsð Þ ð27:7Þ

L
di�a
dt
¼ � 0:5 Vdc � Vsð Þ ð27:8Þ

Where L is phase inductance, and iþcaand i�ca are the respective rising and falling
current segments. From the geometry of Fig. 27.4, we can write

Pulses
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NOT

NOT

NOT

ConvertConvert

ConvertConvert

ConvertConvertIabc

2

Iabc*

1

Fig. 27.3 Simulation diagram of HCC
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diþa
dt
þ di�a

dt
¼ 0 ð27:9Þ

diþa
dt

t1 þ
di�a
dt

t1 ¼ 2 � HB ð27:10Þ

di�a
dt

t2 þ
di�a
dt

t1 ¼ �2 � HB ð27:11Þ

t1 þ t2 ¼ Tc ¼
1
fc

ð27:12Þ

Where t1 and t2 are the switching intervals and fc is the switching frequency.
Adding (27.10) and (27.11) and substituting in (27.12) again subtracting (27.11)
from (27.10), we get,

t1
diþa
dt
þ t2

di�a
dt
� 1

fc

di�ca

dt
¼ 0 ð27:13Þ

4HB ¼ diþa
dt

t1 �
di�a
dt

t2 � t1 � t2ð Þ di�a
dt

ð27:14Þ

Substituting (27.9) in (27.13) and (27.14) and simplifying

4HB ¼ diþa
dt

t1 �
di�a
dt

t2 � t1 � t2ð Þ di�a
dt

ð27:15Þ

t1 � t2ð Þ ¼ di�ca

dt

� ��
fc

diþa
dt

� �
ð27:16Þ

HB ¼ 0:125Vdc

fcL
1� 4L2

V2
dc

Vs

L
þ m

� �2
" #( )

ð27:17Þ

Where m is the slope of command current wave. Hysteresis band (HB) can be
modulated at different points of fundamental frequency to control the switching
patterns of the inverter. For symmetrical operation of all three phases, it is
expected that the hysteresis band width (HB) profiles HBa, HBb and HBc will be

Fig. 27.4 Current and
Voltage with AHCC
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the same, but have phase difference. The variable HCC is used to produce gate
control pulses that operate the voltage source inverter.

27.4 Simulation Result

A typical distribution feeder of 11 kV originating from a sub-station to Walchand
College of Engineering Sangli campus load centers has been modeled and con-
sidered for simulation. A three-phase 11 kV/433 V, Dy11 transformer is employed
in the Institute for catering to the loads locally. Therefore the values for source
impedance come out to be 0.02871 X, 0.2047 mH. Source voltage is considered as
440 V and of 50 Hz frequency. Filter parameters are selected as Lf = 4 mH,
Vdc = 850 V, Cdc = 1400 lF.

The performances of ramp comparison method, HCC and AHCC based shunt
active power filter were evaluated through simulation using MATLAB/SIMU-
LINK environment. A thyristor converter with R-L load is taken as t = 0 to
t = 0.1 with resistance of 100 X and inductance of 50 mH under steady state and
for remaining transient period R-L with 50 X and inductance of 25 mH.

The simulation results in transient operation using AHCC are presented in
Fig. 27.5 The Waveform of the source current without APF and its THD are
shown in Fig. 27.5a and b respectively. These current waveforms are for a par-
ticular phase (phase a). Other phases are not shown as they are only phase shifted
by 1200 and we have considered only a balanced load. Also the Waveform of the
source current with APF and its THD are shown in Fig. 27.5c and d respectively.
The APF supplies the compensating current to PCC, which is shown in Fig. 27.5e.
The time domain response of the p-q theory controller is shown in Fig. 27.5f
which clearly indicates that, the controller output settles after a few cycles. The
capacitor voltage superimposed to its reference is shown in Fig. 27.5f. In order
evaluate the good performance of the control, the total harmonic distortion (THD)
is measured for the source current before and after compensation. It shows that
THD improves from 27.78 % to 1.49 % using Adaptive hysteresis current con-
troller than other two methods.

The system is simulated at different operating conditions such as thyristor
convertor with firing angle of 00 and 300. The final values of THD of source
current before and after compensation for all three methods are listed in
Table 27.1. The source current is giving better result using AHCC than other
controllers and their THD’s are below the specifications prescribed by IEEE 519
standard recommendations on harmonics levels. As shown in Table 27.1 reactive
power is also reduced substantially which shows improvement in power factor to
nearly unity.
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Fig. 27.5 a Source current without APF b THD of Isa without APF c Source current without
APF d THD of Isa with APF e Compensating current f Vdc with its reference

Table 27.1 Comparison of %THD of source and load currents and powers

Type of controller Load THD % Source THD % PQ before PQ after

a = 00

SPWM 25.79 25.8 25.79 1.6 1.6 1.61 10.22 KW, 10.27 KW,
1.56 KVAR 4.97 VAR

HCC (h = 0.9) 25.76 25.76 25.76 1.57 1.59 1.64 10.23 KW, 10.27 KW,
1.55 KVAR 7.1 VAR

AHCC 25.78 25.78 25.78 1.49 1.51 1.48 10.22 KW, 10.27 KW,
1.55 KVAR 1.29 VAR

a = 300

SPWM 29.99 30.02 30.01 2.92 2.95 2.96 8.51 KW, 8.54 KW,
4.01 KVAR 7.9 VAR

HCC (h = 0.9) 30.00 30.02 30.01 2.71 2.86 2.84 8.504 KW, 8.54 KW,
4.00 KVAR 9.33 VAR

AHCC 30.00 30.03 30.01 2.79 2.83 2.77 8.5 KW, 8.54 KW,
4.00 KVAR 3.4 VAR
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27.5 Conclusion

An AHCC has been implemented for three phase shunt active power filter.
The instantaneous power theory is used to extract the reference currents from the
distorted line currents. This facilitates enhancement of power quality through
reactive power compensation and harmonics suppression due to nonlinear load.
The results obtained indicate that DC-capacitor voltage and the harmonic current
can be controlled easily for various load conditions. The performance of the
AHCC, fixed HCC and ramp controller technique shunt active power filter are
verified and compared with the simulation results. The THD of the source current
after compensation is 1.49 % which is less than 5 %, the harmonic limit imposed
by the IEEE-519 standard.
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Chapter 28
Optimum LQR Switching Approach
for the Improvement of STATCOM
Performance

L. Yathisha and S. Patil Kulkarni

Abstract Static Synchronous Compensator (STATCOM) is a device capable of
solving the power quality problems in the power system. These problems happen
in milliseconds and because of the time limitation; it requires the STATCOM that
has continuous reactive power control with fast response. In this paper, an
optimum Linear Quadratic Regulator (LQR) switching approach for STATCOM
control is introduced to improve the performance by achieving the optimum
performance between peak overshoot and settling time. Results are compared with
the earlier conventional LQR approaches.

Keywords STATCOM � LQR � MIMO � FACTS

28.1 Introduction

Reactive power control is critical consideration in improving the quality of power
systems. Reactive power increases transmission losses, degrades power trans-
mission capability and decreases the voltage regulation at the load end [1]. In the
past, Thyristor-Controlled Reactors (TCR) and Thyristor-Switched Capacitors
were applied for reactive power compensation. However, with the increasing
power rating achieved by solid-state devices, STATCOM is taking place as one of
the new generation flexible AC transmission systems (FACTS) devices. The
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STATCOM is normally designed to provide fast voltage control and to enhance
damping of inter-area oscillations. A typical method to meet these requirements is
to superimpose a supplementary damping controller up on the automatic voltage
control loop [2]. Many of the methods focus on decoupling the system variables
and designing PI controllers. However, STATCOM based power system is a
Multiple Input Multiple Output (MIMO) system, where it is not possible to totally
decouple the system variables.

The earlier conventional control methods, apply state feedback control tech-
niques [3, 4]. These methods demonstrate the improvement in current control
response compared with simple LQR and pole placement methods. In the LQR
control method of [3] the weighting matrices Q and R are selected by a trial and
error method. Specifically, for LQR1, Q = diag (7.88, 0.024); R = diag (1500.6);
for LQR2 Q = diag (19.1, 0.007); R = diag (1105.4) and for LQR3, Q = diag
(7.88, 0.024); R = diag (1500.6).

In the current paper, a switching strategy is suggested to switch between con-
trollers LQR1 & LQR2 or between LQR1 & LQR3. A new set of LQR controllers is
also proposed that are obtained by selecting more simpler weighting matrices
Q = diag(1;1); R = diag(1;1) for LQR11 and Q = diag(1;1); R = diag(0.01;1) for
LQR’11 to switch between them such that the performance of the STATCOM is
improved.

The remainder of the paper is organized as follows. Section 28.2 describes the
system configuration and modelling for a STATCOM connected in a distribution
system. The design of the LQR control algorithm is detailed in Sect. 28.3.
Section 28.4 describes the proposed optimum LQR switching approach for the
existing STATCOM model with optimum LQR controllers along with the
proposed switching rule. Results and analysis follow in the concluding section.

28.2 System Configuration and Modelling

In this section, a simplified IGBT based STATCOM system is described [5]. By
firing the three-phase IGBT Bridge appropriately, a requested bridge side voltage
can be generated and current through line impedance R and L is controlled. Eqs
(28.1)–(28.4) give a mathematical expression of STATCOM. The variable xis the
angular power frequency, and subscripts d, q represent variables in rotating d-q
coordinate system.

did
dt
¼ �R

L
þ xiq þ

1
L
ðVtd � VsdÞ ð28:1Þ

diq
dt
¼ �xid �

R
L

iq þ
1
L
ðVtq � VsqÞ ð28:2Þ

260 L. Yathisha and S. P. Kulkarni



dVdc

dt
¼ �3

ðVtd þ VtqidÞ
2CVdc

� iL
C

ð28:3Þ

Q ¼ 3
2
ðVsqisd � VsdisqÞ ð28:4Þ

Consider a linear system,

_X ¼ AXþ BU ð28:5Þ

Y ¼ CX ð28:6Þ

Writing (28.1), (28.2) in the state space format as (28.5), (28.6) corresponding
matrices can be found as

A ¼
�R

L x

�x �R
L

" #
B ¼

1
L 0

0 1
L

" #
C ¼ 1 0

0 1

� �
X ¼ id

iq

� �
U ¼ Vtd � Vsd

Vtq � Vsq

� �

28.3 LQR Control Algorithm

The conventional MIMO design approach for STATCOM used in the previous
works is the linear quadratic regulator (LQR) optimal control method. This method
determines the feedback gain matrix that minimizes in order to achieve some
compromise between the use of control effort and the speed of response that will
guarantee a stable system. For a given linear system in (28.5).

Determine the matrix K of the LQR vector: U tð Þ ¼ �KXðtÞ
In order to minimize the performance index: J ¼ 1

2
R1

0
XTQXþ UTRU
� �

dt

Where Q and R are the positive-definite Hermitian or real symmetric matrixes,
the matrix Q and R determine the relative importance of the error and the
expenditure of this energy. From the above Equations: K ¼ �R�1BTP

And hence the control law is: U tð Þ ¼ �KX tð Þ ¼ �R�1BTPXðtÞ
In which P must satisfy the reduced Riccati Eq: PAþ ATP� PBR�1þ

BTPþ Q ¼ 0:
The LQR design selects the weight matrix Q and R such that the performances

of the closed loop system can satisfy the desired requirements mentioned earlier.
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28.4 Proposed Optimum LQR Switching Approach

In this section, mathematical modeling of statcom system with switched linear
systems and the proposed switching algorithm will be explained

28.4.1 Switched Linear Systems

Switched systems are composed of a group of sub-systems guided by a switching
law that governs the change among these subsystems. Use of appropriate switching
in control has proved to give better performance when compared to the perfor-
mance of a system without switching control. A switched linear system model
(refer Fig. 28.1) for the current problem is as follows:

�XðtÞ ¼ Ah tð ÞXðtÞ ð28:7Þ

Y tð Þ ¼ CX tð Þ ð28:8Þ

The switching strategy hðtÞ shown in (28.7) takes values 1 and 2 based on
switching rule decided by supervisor leading to closed loop A1 ¼ A� BK1 and
A2 ¼ A� BK2: Here the two controller gains K1 and K2 model the LQR1 &
LQR2 of [3] respectively in one experiment and LQR1 & LQR3 of [3] respectively
in another experiment. Similarly K1 and K2 also model the proposed new con-
trollers LQR11 & LQR’11 respectively that are based on trivial weighting matrices
as mentioned in Sect. 28.1.

28.4.2 Performance Based Switching Strategy

Following theorem from [7] is useful for the purpose of this paper.

Fig. 28.1 General
implementation of switched
linear systems
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Theorem 1 The two primary and secondary state variable feedbacks K1 and K2

where A1 ¼ A� BK1 is known to be asymptotically stable. For an initial state
X ¼ x; the use of secondary strategy K2 for some time T [ 0 will be beneficent if

r x; tð Þ ¼� X; eAT
2 TðT tð Þ � T0ÞeA2T x � [ 0

The above theorem shows that if the secondary feedback is applied for t sec-
onds, the performance of the system is improved. From the above theorem it was
difficult to establish a time of switching. Here one can note that since T 0ð Þ ¼ T0;
the function r x; tð Þ is zero for t ¼ 0 is positive, then we can say that there will be a
time interval of length t [ 0 where the function r will be positive. Thus one can
infer that if for an initial state x; the following conditions hold

dr x; tð Þ
dt

jt¼0 ¼� x; AT
2 T0A2 þ CT C

� �
x � [ 0;

Then for small enough values of t functionr will be positive and secondary
control is beneficial. This knowledge can be formulated into following switching
algorithm.

28.4.3 Switching Algorithm

The switching control algorithm based on [6, 7] can be explained in following
steps:

1. Define K1as the primary controller and K2as the secondary controller. Where
A1 ¼ A� BK1 asymptotically stable and A2 ¼ A� BK2 not necessarily
stable.

2. Determine T0 by solving algebraic Lyapunov Eq: AT
1 T0 þ T0A1 ¼ �CTC:

3. Using, A2 ¼ A� BK2 define switching matrix: S ¼ �ðAT
2 T0 þ T0A2 þ CTCÞ

4. Now, the switching rule is, use secondary controller K2 with: h tð Þ ¼ 2 if �
x; Sx � [ 0 ¼ 1 Otherwise

28.5 Results and Conclusion

The experimental set-up to test the proposed algorithm consists of LQR controller
gains K1(LQR1), K2 (LQR2) &K3 (LQR3) described by A and B matrices along
with the switching matrices are given below.
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A ¼ �5 314:5
�314:5 �5

� �
S¼� AT

UC0 þ C0AU þ CT C
� �

B ¼ 2500 0
0 2500

� �

K1 ¼
0:0520 0:0090
0:0090 0:0448

� �
S¼� AT

UC0 þ C0AU þ CT C
� �

K2

¼ 0:1028 0:0229
0:0229 0:0705

� �
K3 ¼

0:6663 0:0874
0:0874 0:1181

� �

SðK1&K2Þ ¼
0:4579 0:3308
0:3308 0:9790

� �
SðK1&K3Þ ¼

11:0013 0:5355
0:5355 1:7925

� �

The new LQR controllers K11(LQR11) & K
0

11 (LQR’11) along with new
switching matrix is also given below.

K11
0:9980 0

0 0:9980

� �
S¼� AT

UC0 þ C0AU þ CT C
� �

K
0

11
10:0103 �1:017
�0:0102 0:9915

� �
SðK11&K

0

11Þ
9:3801 �0:9419
�0:2265 �0:8708

� �

The dynamic response curves for the two state space variables active current
idð Þ; and reactive current iq

� �
are plotted as shown in Figs. 28.2, 28.3, 28.4 with

the legend K1;K2;K3;K11;K011; Switch between K1&K2; Switch between K1&K3

and Switch between K11&K011 In order to show the effectiveness of the proposed
system peak overshoot and settling time response specifications is also tabulated.

From Fig. 28.2 with the different controllers, LQR2 gives better results com-
pared to LQR1 and LQR3 gives better results compared to LQR2. The proposed
system (switch between LQR1 and LQR2) in Fig. 28.3 improves the performance
in the reactive current ðiqÞ state variable and the other proposed system (switch
between LQR1 and LQR3) in Fig. 28.3 improves the performance in both active
current ðidÞ and the reactive current ðiqÞ state variables. The proposed new LQR
switching controllers LQR11 and LQR011 in Fig. 28.4 also improves performance
of two state variables.

Fig. 28.2 Statcom response with LQR controllers
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From Figs. 28.2, 28.3, 28.4 and Table 28.1, one can conclude that the proposed
optimum LQR switching approach provides optimum performance between peak

Fig. 28.3 Statcom response with proposed optimum LQR switching controllers

Fig. 28.4 Statcom response with LQR and proposed optimum LQR switching controllers

Table 28.1 System response for active and reactive current state variables

ResponseðidÞ K1 K2 K3 Switch
K1&K2

Switch
K1&K3

K11 K
0

11
Switch
K11&K

0

11

Peak overshoot in
%

250 100 0 100 0 0 80 50

Settling Time in ms 60 20 7 25 8 0.15 0.15 0.1
Response ðiqÞ K1 K2 K3 Switch

K1&K2

Switch
K1&K3

K11 K
0

11
Switch

K11&K
0

11

Peak overshoot in
%

250 120 0 30 0 0 0 0

Settling time in ms 30 22 15 22 15 20 22 17
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overshoot and settling time in the two state space variables of active and reactive
currents simultaneously compared to system response with optimally controlled
individual controllers with respect to K1;K2;K3 and also with the new controllers
K11& K011:.
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Chapter 29
Squirrel Cage Rotor Design for Safety
and Reliability Improvement of a Three
Phase Induction Machine

Lokesh Varshney, Vikas Varshney, Albert Newwel and R. K. Saket

Abstract This paper presents design of a squirrel cage rotor for safety and reli-
ability improvement a three phase induction machine. Induction motor with
designed rotor is capable for use in overloading conditions. Presented rotor design
reduces problems related to temperature rise, tooth pulsation loss, cooling,
vibration, crawling, cogging and voltage ripples in three phase induction machine.
This design reduces pulsation loss, unbalanced magnetic pull and noise in the
machine with increase in the air gap length. Overload capacity and reliability
improves with increase the air gap length of the machine.

Keywords Three phase induction machine � Air gap length � Rotor slots � End
ring � Rotor core

29.1 Introduction

Engineering design is application of science, technology and invention to produce
machines to perform specified tasks with optimum economy and efficiency. The
problem of design and manufacture of electric machinery is to built, as econom-
ically as possible, a machine which fulfils a certain set of specifications and
guarantees. The major considerations to evolve a good design are cost, durability
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and compliance with performance criteria. It is impossible to design a machine
which is cheap and is also durable at the same time. This is because a machine
which is to have a long life span must use high quality materials and advanced
manufacturing techniques which obviously make it costly. A good design is one
where the machine has reasonable operating life, reliability, durability and has a
low initial cost. A design sheet of a squirrel cage rotor of given stator of a three
phase induction machine has been developed by using Matlab program. Program is
designed with keeping some important features in mind like: overload capacity,
iron loss, copper loss, temperature rise, tooth pulsation loss, leakage reactance,
cooling, vibration, noise, crawling, cogging, voltage ripples, etc. Rotor is designed
in such a way to avoid synchronous cusps and magnetic locking etc. Complete care
of every aspect of an induction machine related to efficiency, power factor and
overload capacity has been taken. In the countries like India where there is sudden
increase or decrease in the load, it is really necessary to consider the overload
capacity. To increase the overload capacity, the air gap has been increased up to a
limit without compromising efficiency, reliability and durability of a three phase
induction machine. Increasing the air gap not only increases overload capacity and
more cooling it also reduces Pulsation losses, unbalanced magnetic pull, and
Noises.

An design algorithm has been developed to give suitable number of rotor slots
such that it avoid synchronous cusps, harmonic induction torque which causes
Crawling and harmonic synchronous torque which cause Cogging. Selection of
suitable number of rotor slots decreases vibrations as well as noise in machine;
decreases the voltage ripples, which cause additional iron losses and inductive
interference to the communication lines.

29.2 Considerations of Rotor Design

29.2.1 Choice of Average Flux Density in Air Gap

For choice of Bav consider some factor Such as Power factor, Iron loss, Overload
capacity.

29.2.2 Choice of Ampere Conductor Per Meter

Its depend on Copper loss, temperature rise, Voltage and Overload capacity.
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29.2.3 Length of Air Gap

Length of the air gap is depend on the Power factor, Overload capacity, Pulsation
loss, Unbalance magnetic pull, Cooling, Noise .

29.2.4 Number of Rotor Slots

To avoid crawling, cogging, synchronous cusps, vibration, noise and voltage
ripples, when Ss (number of stator slots)-Sr (number of rotor slots) should not be
equal to 0, +p, +2p, +3p, +5p, +1, +2, +(p ? 1), +(p ? 2). And number of rotor
slot is 15–30 % larger or smaller than the number of stator slots.

29.2.4.1 Choice of Rotor Slots

There are two types of slots preferred in squirrel cage rotor either closed or semi-
enclosed. Generally preferred circular shapes for smooth starting (Table 29.1).

29.2.4.2 Rotor Slot Insulation

No insulation is used between bars and rotor core. Near about, 0.15–0.40 mm
clearance between rotor bar and core depending upon whether slots are skewed or
not should be used.

29.2.5 Area of Rotor Bars

A machine designed with a higher value of rotor resistance has the advantage that
it has high starting torque but, a rotor with a high resistance has a disadvantage that
I2R loss is greater and therefore its efficiency is lower under running condition.
Higher current density, lower is the conductor area and greater resistance [2].

Table 29.1 Type of rotor slots

Slots Machines Magnetizing
current

Noise Leakage
reactance

Starting
current

Overload
capacity

Closed Small Low Quieter Large Less Less
Semi-enclosed Medium More Less quieter Smaller More Better
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29.2.6 Design of End Ring

The value of current density chosen for the end rings should be such that the
desired value of rotor resistance is obtained. The ventilation is generally better for
end rings so a slightly higher value of current density that obtaining in rotor bars
can be taken.

29.2.7 Rotor Teeth

The width of rotor slot should be such that the flux density in the rotor teeth does
not exceed about 1.7 Wb/m2.

29.2.8 Rotor Core

The flux density in rotor teeth and core can be taken slightly higher than those in
the stator teeth and core. This is because the iron losses in the rotor are very small
owing to small value of frequency of rotor current.

29.3 Design Calculations

For rotor design calculations various design parameters like: full load output, line
voltage, number of phases, frequency, synchronous speed, bore diameter, length of
the core number of stator slots, angle of chording or number of slots by which
winding is chorded and stator core depth have been used in this paper. Average
flux density, ampere conductor per meter in rotor teeth, ampere conductor per
meter in rotor core, current density have been considered in the rotor design. First
of all, length of the air gap has been calculated. Compensation in the overload
capacity, pulsation loss, unbalanced magnetic pull, cooling, noise etc. has been
kept in mind. Other effects and power losses have also been considered in the
design of a very efficient motor. So, greater is the length of air gap, greater is the
overload capacity and cooling but smaller pulsation loss, unbalanced magnetic pull
and noise. Now to select the rotor slots all consideration to affect the motor
performance from using rotor slots have been considered. Harmonic induction
torque (crawling), harmonic synchronous torque (cogging), vibration, noise and
voltage ripples affect the performance of a three phase induction motor. Calculated
the end ring design (Table 29.2).
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Important points related to rotor design have been summarized as follows:

• Calculate the air gap length and diameter of the rotor Dr lag = 0.2 ? 2 H(DS.LS)
• Rotor slots Sr calculate from para. 2. 4 and rotor slot pitch at air gap yr = p *Dr/Sr

• Rotor bar current Irb = 2 *ph*Kws*Ts*Is*cosU/Sr and chose the value of cur-
rent density

• Obtain the area of each rotor bar arb Area of each rotor bar Arb = Irb/drb mm2

Current density in rotor bars may be taken between 4–7 A/mm2.
• Width of the rotor slot, depth of the rotor slot, slot pitch at the bottom of slots,

tooth width at the root, flux density at the root of rotor teeth.
• Calculate the final length of each bar (remember the bar length increase beyond

the core on both side and also increase the length for skewing).
• Find the resistance of each bar and copper loss in bars.
• Now, calculate design of end ring, First find end ring current Ie = (Sr*Irb)/(p*p)
• Taking the suitable current density in end ring de, then find the area of end ring ae

• Chose the suitable value of the depth and the thickness of the end ring.
• And find the outer diameter Doe, inner diameter Die and mean diameter Dme.
• Calculate the resistance of each ring re. And obtained the value of copper loss in

both end rings.
• Check the full load slip is in under limit or not by using = (Rotor copper loss/

rotor output) = s/(1 - s)
• Generally the value of depth of rotor core dcr is taken equal to that of stator

core. Find the value of inner diameter of rotor laminations

Table 29.2 Given data of the machine

Description Variable Values

Power output P 2.2 Kw
Line voltage V 400 V
Number of phases ph 3
Frequency F 50 Hz
Synchronous speed ns 1500 rpm
Number of stator slots Ss 24
Stator core depth dcs 17 mm
Stator winding factor Kws 0.9330
Turns per phase Ts 44
Specific magnetic loading Bav 0.48 Wb/m2

Specific electric loading ac 28,000 A/m
Current density in rotor bar drb 6 A/mm2

Current density in end rings de 6 A/mm2
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29.4 Squirrel Cage Rotor Design

Various design data have been illustrated in the following Table 29.3:
Copper loss in 2 end ring in W, He = 31.7599
Total copper loss in W, Ht = 137.0954
total rotor copper loss

rotor output ¼ s
1�s ; Full load slip S = 5.8 %

29.5 Conclusion

Squirrel cage rotor design of a three phase induction machine has been described
in this paper successfully. For rotor design calculations various design parameters
like: full load output, line voltage, number of phases, frequency, synchronous

Table 29.3 Design sheet of rotor obtained

Description VariabIe Values

Length of air gap in mm Iag 0.3885
Diameter of rotor in mm Dr 105.5601
No. of rotor slots Sr 22
Slots per pole per phase qr 1.8333
Conductor per slot Z 1
Winding factor KWg 1
Slot pitch at the air gap in mm yg 15.0739
Width of the rotor slot Wr 6.8
Slot pitch at the bottom of slots in mm yrb 11.6835
Tooth width at the root in mm Wt 4.8835
Angular displacement between adjacent slots in electrical

degree in radian
b 0.5236

Distribution factor Kd 0.9659
Rotor bar current in A Irb 328.6103
Rotor bar Cross section area in mm2 arb 58.5000
Rotor bar Current density in A/mm2 drb b 5.6173
length of each bar in mm lrb 123.5169
Resistance of each bar in ohm Rrb 44.3394 9 10-6

Copper loss in bars in W Hrb 105.3355
End ring current in A Ie 575.2995
Outer diameter of end ring in mm Doe 81.8172
Inner diameter of end ring in mm Die 57.8172
End Ring Cross section area in mm2 ae 95.8833
Mean diameter in mm Dme 69.8172
Current density in A/mm2 re 5.9927
Resistance of each ring in micro-ohm dcr 47.9800
Depth of rotor core in mm Acr 17
Rotor core area in m2 acr 0.0013
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speed, bore diameter, length of the core number of stator slots, angle of chording
or number of slots by which winding is chorded and stator core depth have been
described in this paper. Average flux density, ampere conductor per meter in rotor
teeth, ampere conductor per meter in rotor core, current density have been con-
sidered in the rotor design. Designed rotor based on suggested data has reduced
various problems related to temperature rise, tooth pulsation loss, cooling, vibra-
tion, crawling, cogging, voltage ripples, pulsation losses, unbalanced magnetic pull
and noise.
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Chapter 30
Experimental Validation
and Performance Comparison of Multi-
Loop MPPT Controlled PV Systems
on Low to High End Controllers

Atul Gupta, Venu Uppuluri Srinivasa and Ankit Soni

Abstract Maximum power point tracking (MPPT) is used in photovoltaic (PV)
systems to maximize the PV array output power, irrespective of the temperature,
irradiation conditions and load electrical characteristics. A new PV MPPT control
system is developed, consisting of a flyback topology based DC–DC converter
controlled by a DSP. In this proposed system a multi-loop control scheme is
implemented to control the flyback converter. The system is highly effective for
low power applications and can be easily modified to handle various energy
sources (e.g., wind-generators). The proposed multi-loop control system is
implemented on low to high-end controllers and their performances are compared.
Experimental results describe the performance of the proposed design prototype
are in agreement with the simulation results. 8-bit microcontroller
NXP89V51RD2, 16 bit DSP TMS320LF2401A, 32 bit DSP TMS320F28027 and
32-bit DSP with floating point unit TMS320F28069 are used to realized this
proposed design.

Keywords MPPT � Flyback converters � PV system � DSP � String inverter
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30.1 Introduction

Solar energy is one of the most important renewable energy sources. With an
increasing world-wide interest in renewable energy production and use, there is
renewed focus on the power electronic converter interface to these DC energy
sources. To increase the performance of the PV systems, it is important to note that
the output characteristic of a photovoltaic array is nonlinear and changes with solar
irradiation and cell’s temperature. Therefore, an efficient modeling of the panel is
required for the experimental validation and MPPT technique is needed to max-
imize the produced energy.

A new approach ‘‘converter-per-module’’ approach offers many advantages
including individual module MPPT which gives great flexibility in module layout,
replacement, insensitivity to shading, better protection of PV sources, redundancy
in the case of source or converter failure, easier and safer installation, maintenance
and better data gathering [1, 2]. Placing a DC–DC converter on each sub string and
then connecting these strings in series avoids many of the problems such as
shading and loss of system-efficiency due to difference in individual characteristics
of the panel. Some of the advantages like: better utilization of MPPT on per
module basis [3], better protection of module power sources, better data gathering,
greater safety during installation and maintenance are equally important.

For controlling the overall system a multi-loop control scheme was proposed
which consists of a fast inner current loop and slower outer voltage loop corre-
sponding to input PV current and voltage respectively. A comparatively slow
MPPT loop was also running setting the reference point for the voltage loop.

In particular, without lack of generality a stand-alone photovoltaic system was
constructed by connecting the DC–DC converter between the solar panel and a DC
load and the Perturb & Observe (P&O) MPPT algorithm was implemented. The
DC–DC converter was controlled by different controller cards based on low end 8-
bit to high end 16-bit & 32-bit DSPs and the performance of the system was
compared.

30.2 PV Modeling/Characteristics

Solar cells consist of a p-n junction fabricated in a thin wafer or layer of semi-
conductor. The simplest equivalent circuit of a solar cell is an ideal current source
in parallel with a diode. The current source represents the current generated by
photons (often denoted as Iph) and its output is constant under constant temperature
and constant incident radiation of light [4]. The current from a PV cell depends on
the external voltage applied and the amount of sunlight on the cell. The equation
which describes the I–V characteristics of PV cell is:
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I ¼ Iph � Io exp
q � V þ IRsð Þ

AkT

� �
� 1

� �
ð30:1Þ

Where, ‘I’ is the PV array output current, ‘V’ is the PV array output voltage, ‘q’
is the charge of an electron, ‘k’ is Boltzmann’s constant, ‘A’ is the p-n junction
quality/ideality factor, ‘T’ is the cell temperature and ‘Io’ is the cell reverse
saturation current. The factor ‘A’ in (30.1) determines the cell deviation from the
ideal p-n junction characteristics.

30.3 System Description

To test the performance of the proposed system with different controller cards, the
power board shown in Fig. 30.1 was implemented. The experimental setup con-
sisted of a solar panel, DC–DC converter and control board (based on 8-bit, 16 &
32-bit DSP).

The power board consisted of various sensing and driver circuits. The panel
voltage was sensed by a voltage divider followed by a buffer circuit, a low valued
current sensing resistor was placed in series with the power switch to sense the
current. An optocoupler was placed to couple the feedback from the output DC bus
voltage. PWM signals from the controller were fed to the driver circuit which
finally derived the gate of the power switch.

Fig. 30.1 Power board implemented in the system
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30.3.1 Solar Panel

The solar panel used for the experimental purpose was PAE SE-15. They are made
using the latest Copper Indium Gallium diSelenide (CIGS) solar cells. CIGS
perform well over a range of light—levels and climatic conditions, providing more
kWh per day compared to conventional silicon technology. The technical speci-
fications of the panel are given in Table 30.1.

30.3.2 DC–DC Converter

The DC–DC flyback converter was implemented for working at a switching fre-
quency of 21.59 kHz. The isolation was achieved through a coupled inductor. The
ideal gain in CCM is given by:

Vo ¼ n � d

ð1� dÞ � Vin ð30:2Þ

Where, n is the turn ratio, Vin and Vo are the input and output voltage
respectively. The output ripple frequency is the same as switching frequency. This
circuit employs the minimum number of components among all the DC–DC
converters (one active switch, one passive switch, one magnetic element and one
capacitor) and hence the preferred circuit for low power (up to 200 W). The
switching controls algorithms, which are simple and fast, provides a significant
improvement in the system’s dynamic performance compared to usual analog
control techniques [5]. The parameters of the converter designed are given in
Table 30.2.

30.3.3 DSP Control Board

The MPPT algorithm and the control of the DC–DC converter were implemented
on NXP89V51RD2, TI’s TMS320LF2401, TMS320F28027 and TMS320F28069

Table 30.1 Electrical characteristics of PV panel at Standard Test Conditions (STC)

Symbol Quantity Value

PMPP Maximum Power 15 W
VMPP Voltage at PMPP 18 V
IMPP Current at PMPP 0.81 A
VOC Open Circuit Voltage 28 V
ISC Short Circuit Current 1.05 A
NOCT Nominal Operating Cell Temperature 44.5
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DSPs. The DSP measured the input current and input voltage though the A/D
module and calculated the power obtained from the panel. The scheme of the
power board designed in the experiment is shown in Fig. 30.2.

The duty cycle is used as the control variable in order to simplify the control
structure of the system [6]. The update rate of the MPPT algorithms with different
controllers were found experimentally by setting it as fast as possible without
causing instability to the system, too fast update rate may cause the system to
become instable due to the relatively long time constant of the power stage [7].

30.3.4 MPPT: Perturb and Observe Method

The P&O method is the most popular MPPT algorithm due to its simplicity. After
one perturb operation the current power is calculated and compared with previous
value to determine the change of power DP. If DP [ 0, then the operation con-
tinues in the same direction of perturbation, otherwise the operation reveres the
perturbation direction [8]. A common problem in P&O algorithms is that the array
terminal voltage is perturbed every MPPT cycle; therefore when the MPP is
reached, the output power oscillates around the maximum, reducing the generable
power by the PV system.

Table 30.2 DC-DC flyback converter parameters designed in the setup

Parameter Value Part No.

Transformer (Inductance) L 9.9 uH Coiltronics VP5-0155
Capacitance C 220 uF/50 V
Mosfet Switch 57A/100 V IRF3710
Diode 40A/45 V 40CTQ045S
Input voltage range 18–25 V
Output voltage range 23 V
Switching frequency 21.59 kHz.

Fig. 30.2 Scheme of controller boards. a 8-Bit microcontroller board. b DSP controller board
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30.4 Control Scheme

The proposed control consists of three loops, the outer most MPPT loop set the
Vref corresponding to the panel input voltage, the slower outer proportional inte-
gral (PI) loop set the Iref for the faster inner PI loop which finally controls the pulse
width of the PWM signal which drives the MOSFET gate, the fast inner PI loop
regulates the PV array output voltage with respect to Iref which is set in the outer PI
loop [9]. The block diagram of the MPPT control and the compensator for digital
implementation are shown in Fig. 30.3.

The functions of all the three loops are performed by controller/DSPs. The
controller senses the solar panel current and voltage to calculate the solar array
output power, Vref, Iref and the pulse width signal for maximum power control. The
performance of the control algorithm can further be improved by implementing it
on RTOS [10].

30.5 Experimental Results

The above-described scheme was used to test the MPPT algorithm. Fig. 30.4a
shows the output waveform of the experiment, the PWM signal, the input current
and voltage. The oscillations of the P&O algorithm around the maximum power
point can easily be seen from the oscillation of the current waveform in Fig. 30.4b.
Table 30.3 tabulates the execution time required by various function loops con-
trolling the system from low to high end controllers. Figure 30.5a shows the
waveforms at the fly-back converter. Figure 30.5b shows the timing for various
subroutines of the multi-loop control implemented in the microcontroller.

30.6 Conclusion

This paper discussed the implementation of a multi-loop controlled PV system,
based on flyback topology and the performance of the proposed PV system was
compared over different DSP controllers. A simple method which combined the

Fig. 30.3 Proposed multi-loop control scheme
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basic MPPT algorithm (P&O) and the PI controllers, which were required to track
the voltage (Vin_PV), current (Iin_PV) of PV module/string with its references
(Vref, Iref) and to controlled the output voltage by setting an appropriate pulse
width signal to power switch. The proposed multi-loop control system was con-
structed and the experimental tests were carried out against changing

Fig. 30.4 Waveforms at two different operating points (a) & (b) C1: Pulse Width, C2: Iin_PV,
C3: Vin_PV

Table 30.3 Timing of the control loops with various controllers

Controller/
DSP

ADC read
(msec)

PI loop
(msec)

MPPT loop
(msec)

PWM
frequency
(kHz)

ADC
clock
(kHz)

MPPT update
time (msec)

NXP89V51RD2 3.74 0.901 0.650 21.59 21.59 12.8
TMS320LF2401 0.002 0.003 0.012 21.59 5,000 0.024
TMS320F28027 0.001 0.002 0.010 21.59 10,000 0.017
TMS320F28069 0.0005 0.001 0.008 21.59 20,000 0.011

Fig. 30.5 a various test points at flyback converter.C1: Gate Pulse, C2: VDS of MOSFET, C3:
Output diode. b Timings of subroutines at NXP89V51RD2. C1: T0 Interrupt, C2: ADC Filtering,
C3: PI Control loop, C4: MPPT_PNO loop
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environmental conditions (dust on panels, partial shading and impact of wind) and
the tracking efficiency was confirmed by simulations and experimental results.

Simulation based numerical results were provided and validated by experi-
mental datas and it was concluded that the performance of the low end controllers
are comparable with their high end counterparts, without any significant
improvements, if the production cost, the architectural complexity and the
development time was considered. However, it was observed that high end con-
trollers still had enough bandwidth or system resources to implement other control
function like, incorporating DC-AC full bridge topology based sine wave inverter
etc. The proposed approach provided a feasible way to manage low-cost PV power
systems design.
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Chapter 31
Effect of Temperature on Si-Ge
Hetero-Gate Raised Buried Oxide Drain
Tunnel FET Electrical Parameters

Monalisa das and Brinda Bhowmick

Abstract The effect of temperature on SiGe hetero-gate raised buried oxide drain
Tunnel FET electrical parameters like tunnelling bandgap, threshold voltage,
subthreshold swing, etc. are discussed in this paper. A modified SOI based Silicon
hetero-gate TFET structure has been used. The proposed device is almost free
from short channel effects. The simulation is performed using Synopsys 2D TCAD
tools where non local band-to-band tunnelling is applied.

Keywords Non local band-to-band tunnelling � Hetero-gate � Raised buried oxide
� Tunnel FET � SiGe

31.1 Introduction

The constant downscaling of MOSFET devices have lead to fundamental perfor-
mance limitations like increased leakage current, threshold voltage roll-off, short
channel effects, reduction of subthreshold swing being limited to 60 mV/dec [1].
Power dissipation is the greatest hurdle in modern day electronics. The TFET has
emerged as a promising candidate for low power applications to overcome the dif-
ficulties faced by the conventional devices and some other novel devices like I-MOS
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[2], nanoelectromechanical FETs [3], suspended gate MOSFETs [4], etc. because of
its better switching characteristics.

The TFET is a gated reverse-biased p-i-n diode that works under the principle
of band to band tunnelling controlled by the gate. In band-to-band tunnelling
(BTBT) the electrons tunnel from the conduction band to the valence band through
the band-to band tunnelling width and vice versa and this band-to-band tunnelling
width is controlled by the gate. Hence in case of TFET’s the tunnelling current
which is the main source of current in the device is controlled by the gate and so
short channel effects are prevented. TFET’s with subthreshold swing (SS) lower
than 60 mV/dec have been discussed [5, 6]. Such devices have low OFF-current
(Ioff), and hence they can be qualified for an ultimately scaled quasi-ideal switch.
The On current (Ion) of TFET is much low and is far behind the ITRS requirement
[7]. In the proposed device SOI technology is used so as to prevent the problems
like latch-up, parasitic source and drain capacitances, etc. faced in bulk
technology.

The effect of temperature on the electrical parameters like tunnelling bandgap,
subthreshold swing, threshold voltages, On-current, etc. for the proposed device is
discussed here. Here a hetero-gate dielectric is used so as to increase the on-
current, to reduce parasitic ambipolar current and to obtain a improved sub-
threshold swing. In order to obtain high on-current, high transconductance and low
electric field, fully depleted (FD) SOI is used in the proposed device. A raised
buried oxide (BOX) has been used so as to enhance mobility, to reduce electric
field and off current at the drain end and to minimize the gate to drain capacitance.
A film of SiGe layer is introduced as the source to reduce the tunnelling gap by
modulating the Germanium mole fraction and thereby increasing the tunnelling
current. The inclusion of the SiGe layer also helps in obtaining an abrupt doping
profile. Two main approaches have been used for the fabrication of SiGe
heterojunctions i.e. differential epitaxy and selective epitaxy. The advantage of
selective epitaxy is that it eliminates the need for both deep and shallow trench
isolation. Sometimes combination of selective and non selective epitaxy are found
to be useful [8].

31.2 Device Design and Operation

The proposed device (in Fig. 31.1) is a lateral hetero-gate SOI tunnel FET with
raised buried oxide and SiGe source. The length of high-k material used is 10 nm
and of low-k material is 30 nm. A raised buried oxide is used at the drain end so as
to reduce the silicon film thickness and is of a thickness of 10 nm. The channel
length is 40 nm. The silicon film thickness at the drain end is 20 nm and the source
end has a SiGe film thickness of 20 nm. The SiGe film in the source region in the
proposed device has been used in place of silicon film of conventional TFET’s so
as to reduce the tunnelling bandgap because reduction in tunnelling bandgap leads
to increase in tunnelling of electrons thereby giving rise to increase in tunnelling
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current. The dielectric constant of Si-Ge is a function of mole fraction of Ger-
manium. The gate material is N ? polysilicon with a work function of 4.5 eV. The
high-k material that is used is hafnium oxide (HfO2) which has a dielectric con-
stant of 25 and bandgap energy of 6 eV and the low-k material used is silicon-
dioxide (SiO2) with a dielectric constant of 3.9 and bandgap energy of 9 eV.
A constant oxide thickness of 2 nm is used and that of polysilicon gate is 1 nm.
The dopings for p ? source, intrinsic and n ? drain are 1021; 1016and 5�
1019 cm�3 respectively. The operation is based on non local band -to-band tun-
nelling [9].

When a positive gate voltage above a minimum voltage Va, which is required
to align the valence band in the source and the conduction band in the channel in
the same level, is applied the bands in the lowly doped intrinsic region are pulled
downwards and the tunnelling barrier is reduced thereby facilitating tunnelling of
electrons from the valence band of the p+ source to the conduction band of the
channel region. As a result the device turns on.

31.3 Result and Discussion

For simulation of the proposed device Synopsys 2D TCAD tools where non local
band-to-band tunnelling is applied [10]. The high field saturation doping depen-
dent Canali model is used.

31.3.1 Effect of Temperature on Tunneling Bandgap
of Proposed Device

The energy bandgap or the tunnelling bandgap is reduced at elevated temperature.
This can be understood from the following equation

Fig. 31.1 Proposed device
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EgðTÞ ¼ Egð0Þ �
aT2

T þ b
ð31:1Þ

where a and b are material dependent constant and Eg(0) is the limiting value of
Eg at 0 K. Hence with increasing temperature the tunnelling bandgap should be
reduced. Figure 31.2 shows the variation of the tunnelling bandgap with temper-
ature for the conventional TFET and proposed device. The Si-Ge have smaller
bandgap than silicon because of larger lattice constant and strain.

From Fig. 31.2 it is evident that the proposed device is in accordance with
theoretical calculations and the variation in tunnelling bandgap with temperature
for the proposed device is much lesser compared to that of the conventional
devices. It is observed that the reduction in tunnelling gap with temperature is
more for the conventional TFET device and hence proposed device is less
dependent on temperature. Since raised buried oxide in drain with Si-Ge layer in
the source side provides less electric field, high mobility of carriers, and less
channel resistance.

31.3.2 Effect of Temperature on Subthreshold Swing
of the Proposed Device

Subthreshold swing (SS) can be defined as the amount of VGS required to change
the IDS by 1 decade.

SS ¼ 2:3
E þ A0

E2

dE

dVGS

� ��1

ð31:2Þ

A0 ¼ DEg
3
2

Fig. 31.2 Variations of
tunnelling bandgap with
temperature
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where E is the magnitude of the electric field, VGS is the gate to source voltage,
D is the parameter which depends on the effective mass of valence band and
conduction band and Eg is the energy bandgap. From (31.2), it is observed that
subthreshold swing (SS) is a function of A0, which itself is a function of energy
bandgap (Eg). With increasing temperature the tunnelling bandgap reduces, hence
A0 decreases too. As a result the subthreshold swing (SS) increases. Fig. 31.3
shows the variation in subthreshold swing with temperature for the proposed
device.

In Fig. 31.3 it is observed that the SS values are decreased with increasing
tunnel bandgap. Comparing conventional device and proposed device it is seen
that change in SS value with temperature is more in conventional device. More-
over the proposed device has a subthreshold swing (SS) much lower than the
conventional device at room temperature.

31.3.3 Effect of Temperature on Threshold Voltage
of the Proposed Device

Threshold voltage is one of the most vital electrical parameter of tunnel FET. It is
already established that unlike MOSFET There are two threshold voltages for
tunnel FET i.e., gate threshold voltage and drain threshold voltage. In MOSFET’s
the threshold voltage is defined at the onset of strong inversion but in tunnel FETs
the definition of threshold voltage is the voltage at which drain current changes
from quasi-exponential to linear. Moreover the energy barrier narrowing in tun-
nelling current is a complex functions of both gate and drain voltage. Gate and
drain threshold voltages are analytically derived considering conductance change
method [11, 12].

Fig. 31.3 Subthreshold
swing increases with the
decrease in tunnel bandgap
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31.3.3.1 Effect of Temperature on Gate Threshold Voltage

According to the conductance change method the gate threshold voltage can be
defined as the gate voltage when the derivative of the transconductance reaches
maximum. The gate threshold voltage is given by [13],

VTG ¼ VFB þ w
S
þ e2s2

2e �2 1þ 4y
tS

� �

e�
es

y 2� y

tS

� �
wS �

3A02E

A02 � 2A0E

þA0E2 þ 3A0

A02 � 2A0E

� E2 þ A0ð ÞE2

A02 � 2A0E

8e �2 y

e2s2tS

� �

2
66666664

3
77777775

ð31:3Þ

where flat band voltage isVFB, e� is the gate oxide dielectric constant, s is the
oxide thickness, and ts is the body layer thickness, E is the magnitude of electric
field and A and D are parameters which depend on the effective mass of valence
and conduction band electrons determined from device dimensions and material
parameters. With increasing temperature the gate threshold voltage tends to
decrease. Figure 31.4 shows the variation of the gate threshold voltage with
temperature for the proposed device as well as the conventional device.

From Fig. 31.4 we can conclude that the variations in the gate threshold voltage
with temperature for the proposed device is lesser compared to the conventional
device and the gate threshold voltage is much lesser for the proposed device.

31.3.3.2 Effect of Drain Threshold Voltage with Temperature
for the Proposed Device

According to the conductance change method the drain threshold voltage can be
defined as the drain voltage where the derivative of output conductance reaches
maximum. The drain threshold voltage is given by [12],

Fig. 31.4 Gate threshold
voltage variation with
temperature at gate length of
40 nm. This threshold is
determined using
conductance change method
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VTD ¼
0:066eV

q
� Vgs � V0 þ Vt ln eN=NC � 1

� �
eP=NV � 1
� �h i

ð31:4Þ

NC and NV are effective density of states located at conduction and valence band
edge, N and Pare electron hole concentrations, Vois built in potential for zero
biased junction.

As the temperature is increased the drain threshold voltage tends to decrease.
Figure 31.5 shows the variation of the drain threshold voltage with temperature for
the proposed device as well as the conventional device.

From Fig. 31.5 it is clear that the variations in drain threshold voltage with
temperature for proposed device is lesser than that for conventional device.
The drain threshold voltage is much lesser for the proposed device as compared to
the conventional devices. This is due to the fact that the tunnel band gap in the
proposed device is reduced by inclusion of SiGe layer in the source.

Fig. 31.5 Variation of drain
threshold voltage with
temperature. The drain
threshold voltage is
dependent on the tunnelling
bandgap which is a complex
function of gate and drain
voltage

Fig. 31.6 Comparison
of ID-VGS characteristics at
VDS = 1 V
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31.3.4 Comparison of DC Characteristics

The ID-VGS characteristics of the proposed device are compared with conventional
TFET. The proposed device has high on current and on–off current ratio. Due to
the use of raised buried oxide mobility can be improved and the off current can
also be reduced due to the reduced electric field at the drain side (Fig. 31.6).

31.4 Conclusion

The on current of the proposed device is found in the range of 10-2 amp which is
much higher than that of a conventional SOI TFET. The off current of the device
has been reduced to a great extent too. The variation of threshold voltages, sub-
threshold swing and tunneling bandgap with temperature for conventional TFET is
more compared to the proposed device. Hence the proposed device can be qual-
ified as a better successor of the conventional TFET.
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Chapter 32
A Novel Inverter Topology for Low Power
Drives

G. Nageswara Rao, K. Chandra Sekhar and P. Sangameswara Raju

Abstract This paper presents a novel topology to a low cost converter which
drives a spindle motor at high speed with high starting torque utilizing the bipolar
starting and unipolar running algorithm. This topology is simple and developed
with only eight switches in the converter to drive the spindle motor at high speed
with high starting torque. The proposed scheme has been simulated on MATLAB/
SIMULINK platform, the results are presented and discussed.

Keywords Bipolar starting and unipolar running drive � HDD spindle motor �
Unipolar drive

32.1 Introduction

The Hard Disk Drive (HDD) was made in the year 1956, since then it has grown to
be the most effective mass data storage device for computers [1]. Each HDD
consists of a spindle motor to turn one or multi platters with the storage media,
where the data is stored. So the spindle motor is one of the most important
components of a HDD and its performance has a direct impact on HDD perfor-
mance especially on data access speed and capacity. The spindle motors used in
computer hard disk drives are to possess high speed characteristics for fast data
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access. Spindle motor is a brushless DC (BLDC) motor which has been used in
high speed applications due to its high efficiency, high power density and wide
range speed controllability. Several methods were proposed in literature [2–5] to
achieve high speed operation. High speed operation could be achieved by any of
the four schemes. The first method is to design the electromagnets in such a way
that, the machine possess low back emf which offers high speed for a given system
voltage [4]. But the disadvantage is that a low back emf constant results in low
starting torque. The second method is winding method i.e., a series winding start
and parallel winding run to run the motor at high speed with large starting torque
[5], this requires additional switching devices and more complex control logic. The
third method is to use a higher dc bus voltage, where a high starting torque with
high speed operation can be achieved. But this scheme has a problem where the
switch voltage rating is to be enhanced and it requires a current protection to limit
the current during low speeds. This also adds cost and safety hazard to the system.

Apart from the above three methods, the forth method is to use a converter
which can provide high speed with high starting torque. To get high torque BLDC
motor needs to be operated in bipolar mode and to get high speed BLDC motor
should be operated in unipolar mode. In [2], a new converter is proposed which
can achieve high starting torque with high speed by using 14 switches of same
rating. Drawback of this circuit is, using numerous gate drives and switches.

In this paper a novel inverter topology is proposed which uses bipolar operation
to achieve high torque during starting and unipolar operation later to achieve high
speed using only 8 switches. The proposed inverter is similar to conventional 3 leg
inverter with one additional leg. The model has been verified with an inverter-
motor model developed using Matlab/Simulink. Finally a novel converter is pro-
posed to further increase the speed of spindle motor.

32.2 Proposed Inverter Operation

In conventional BLDC motor during bipolar operation, at any time across DC bus,
two phases come in series. Only half of the DC bus voltage is applied to each
phase, resulting in addition of torque constant on both phases there by achieving
high starting torque. But speed will be limited. To get higher speed, full DC bus
voltage is to be applied to each phase. This can be achieved in unipolar operation,
where each phase conducts only in one direction which in turn reduces the starting
torque. Thus in order to get high torque, motor should operate in bipolar mode and
to get high speed motor should operate in unipolar mode. Shifting of modes
between unipolar and bipolar operation is achieved based on speed requirement.
The proposed inverter consists of 4 legs. The 3 phases of BLDC motor is con-
nected to first 3 legs and neutral point is connected to the fourth leg as shown in
Fig. 32.1. In bipolar operation first 3 legs are active and the 4th leg is inactive.
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32.3 Simulation Results

The mathematical model of BLDC is given appendix and is used for simulation
purpose. Macon EC6 215550, a 6 V 1.2 W motor was considered for validating
the proposed converter. A MatLab/Simulink based model was developed for the
motor and the inverter. Figure 32.2 shows the Simulink model of BLDC motor.
It consists of four main blocks. The first one is Torque speed block. In this block
electromagnetic torque and load torque are compared speed and position output is
generated. Second block is trapezoidal back EMF block, in this block based on
position information trapezoidal back EMF’s are generated. Third block is con-
verter block. Back EMF, Voltage and position information are inputs for converter
block and Current is output. Based on speed information the converter block
selects bipolar switching logic or unipolar switching logic. Fourth block is Elec-
tromagnetic torque generator block. From the current and position information
torque block generates electromagnetic torque. Figure 32.8 shows the speed versus
time plot of the motor at 0.5 m N-m of load torque. It is clearly shows that higher
speed is achieved as soon as the system is switched from bipolar mode to unipolar
(Fig. 32.3). Figure 32.4 shows the Back EMF and corresponding phase current of
one phase in bipolar and unipolar mode.

Figures 32.5 and 32.6 show the extended torque versus speed characteristics of
the motor with a changeover speed from bipolar mode to unipolar mode as
20,000 rpm with and without current limitations respectively. The changeover
speed can be taken as any desired value. Unipolar mode operation without current
limitation requires higher rating devices in the topology and is not preferred. This
converter topology can work in three modes of operation.

(1) Continuously in bipolar mode (2) Continuously in unipolar mode and
(3) bipolar starting and unipolar running mode with current limitation.

Fig. 32.1 Proposed inverter circuit
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Fig. 32.2 MatLab/Simulink model of BLDC motor

Fig. 32.3 Speed versus time of motor

Fig. 32.4 Back EMF and phase current

Fig. 32.5 Extended speed torque characteristic with current limitation in unipolar mode
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32.3.1 Proposed Novel Converter

The proposed Novel converter is shown in Fig. 32.7 It consists of two cascaded
half Bridges. By closing switches S1 and S4 we can apply Vdc voltage to ISG. By
closing switches S2 and S4 we can apply 2Vdc voltage to ISG. Ths switching table
is shown in Table I. The proposed inverter consists of 8 switches, which is a far
less count as compared to some of the existing inverter topologies for driving a
Spindle motor. With the proposed inverter Spindle motor can achieve high starting
torque with high speed using simple control algorithm. The Matlab based Motor
model and inverter model are developed for verifying the proposed topology
(Fig. 32.7).

Brushless DC (BLDC) Motors are used in various drive applications because of
its high efficiency, power density and controllability over wide speed ranges. The
speed requirement for the Spindle Motor especially those used in computer hard
disks is increasing day by day, to facilitate faster data access. Such high speed
operation could be achieved by three methods. The first method is to design the
machine with low back EMF constant which offers high speed for a given system
voltage. But the disadvantage is that a low back EMF constant results in low
starting torque. To get high torque BLDC motor needs to be operated in bipolar
mode and to get high speed BLDC motor should be operated in unipolar mode. In

Fig. 32.6 Extended speed torque characteristic without current limitation in unipolar mode

Fig. 32.7 Proposed Novel Converter
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[2], a new converter is proposed which can achieve high starting torque with high
speed by using 14 switches of same rating. Drawback of this circuit is, using more
gate drives and more switches. This adds extra cost and space to the system. In this
paper a new inverter topology is proposed which uses bipolar operation to achieve
high torque during starting and unipolar operation to achieve high speed using only
8 switches. The model was verified with an inverter-motor mode developed using
mat lab/Simulink (Table 32.1)

32.3.2 Simulation of Proposed Converter

Figure 32.8 shows the speed response of BLDC motor with proposed converter.
From this figure it is clear that there four modes, in mode one supply is VDC and
motor is operating is bipolar mode, in mode two supply is Vdc and motor is
operating in unipolar mode. In mode three supply is 2Vdc and motor operating in
bipolar mode. In mode four supply is 2Vdc and motor is operating in unipolar
mode. With conventional technique motor final speed is 20,000 rpm with the
proposed converter motor speed is 780,000 rpm due to Bipolar and unipolar
converter and proposed novel converter.

Table 32.1 Switching table

Switches turn ON Voltage level

S1,S4 Vdc
S2,S4 2Vdc
S2,S3 Vdc

Fig. 32.8 Speed response
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32.4 Conclusion

The proposed cost effective inverter topology uses only eight switches. It drives a
BLDC motor at high speeds with high starting torque using bipolar-starting and
unipolar—running algorithm. The torque—speed characteristics of spindle motor
can be extended to get high speeds with this low cost topology.
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Chapter 33
Enhancement of ATC in Presence of SSSC
Using Linear and Reactive Methods

Y. Chittemma, S. Lalitha kumari and A. Varaprasad Rao

Abstract Fast, accurate algorithms to compute network capabilities are indis-
pensable for transfer-based electricity markets. Available Transfer Capability
(ATC) is a measure of the remaining power transfer capability of the transmission
network for further transactions. Transmission System Operators (TSOs) are
encouraged to use the existing facilities more efficiently. One of the limitations of
reactive ATC is the error produced by neglecting the effect of reactive power flows
in line loading. This paper presents the determination of shunt reactive power
compensation with Flexible AC Transmission System (FACTS) devices, the Static
Synchronous Series Compensator (SSSC) to improve the transfer capability of a
power system incorporating the Linear and Reactive power flows in ATC calcu-
lations. By redistributing the power flow, the ATC is improved. Studies on a
sample 5-bus power system model are presented to illustrate the effect of shunt
compensation along with line flow control.

Keywords Reactive and linear method ATC � PTDF � SSSC
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33.1 Introduction

AVAILABLE transfer capability (ATC) determines the size of the largest transfer
that can be implemented in a certain direction across the power grid without
violating security constraints [1, 2]. The determination of ATC requires the con-
tinuation version of power flow, steady-state stability, voltage stability, and tran-
sient stability simulations. The ATC study starts with a base case that corresponds
to an initial operating point computed from a power flow solution using usual data
specifications at PQ buses, PV buses, and a slack bus s. The transfer direction is
then specified by means of participation factors of source and sinks buses.

The traditional method to improve the transfer capability is to install phase
shifter transformer and SVC. A key concept in the restructuring of the electric
power industry is the ability to accurately and rapidly quantify the Available
Transfer Capability (ATC) of the transmission system. This paper presents the
application of one type of Flexible AC Transmission System (FACTS) device, the
Synchronous Series Compensator (SSSC) to improve the transfer capability of a
power system incorporating the Linear and Reactive power flows in ATC
calculations.

33.2 Power Flow Control with SSSC

Better utilization of existing power system capacities by installing new power
electronic controllers such as FACTS has become imperative. FACTS controllers
are able to change, in a fast and effective way, the network parameters in order to
achieve better system performance. FACTS controllers, such as phase shifter,
shunt, or series compensation and the most recent developed converter-based
power electronic controllers, make it possible to control circuit impedance, voltage
angle, and power flow for optimal operation performance of power systems,
facilitate the development of competitive electric energy markets.

33.3 Multicontrol Functional Model of the SSSC

33.3.1 Operation Principles of the SSSC

A SSSC usually consists of a coupling transformer, an inverter, and a capacitor.
As shown in Fig. 33.1, the SSSC is series connected with a transmission line
through the coupling transformer. It is assumed here that the transmission line is
series connected with the SSSC via its bus. The active and reactive power flows of
the SSSC branch entering the bus are equal to the sending end active and reactive
power flows of the transmission line, respectively. In principle, the SSSC can
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generate and insert a series voltage, which can be regulated to change the
impedance (more precisely reactance) of the transmission line. In this way, the
power flow of the transmission line or the voltage of the bus, which the SSSC is
connected with, can be controlled.

33.3.2 Equivalent Circuit and Power Flow Constraints
of the SSSC

An equivalent circuit of the SSSC as shown in Fig. 33.2 can be derived based on
the operation principle of the SSSC. In the practical operation of the SSSC, Vse can
be regulated to control the power flow of line i-j.

It is proposed to improve the performance of the system by in presence of SSSC
using all of its advantages. The SSSC equivalent circuit for steady state model is
shown in Fig. 33.1.

In the equivalent circuit, Vse ¼ Vse\hse; Vi ¼ Vi\hi; Vj ¼ Vj\hj, then the
power flow constraints of the SSSC are:

Pij ¼ V2
i gii � ViVjðgij cosðhi � hjÞ þ bij sinðhi � hjÞÞ
� ViVseðgij cosðhi � hseÞ þ bij sinðhi � hseÞÞ ð33:1Þ

Qij ¼� V2
i bii � ViVjðgij sinðhi � hjÞ � bij cosðhi � hjÞÞ

� ViVseðgij sinðhi � hseÞ � bij cosðhi � hseÞÞ ð33:2Þ

Pji ¼ V2
j gjj � ViVjðgij cosðhj � hiÞ þ bij sinðhj � hiÞÞ
þ VjVseðgij cosðhj � hseÞ þ bij sinðhj � hseÞÞ ð33:3Þ

Qji ¼� V2
j bjj � ViVjðgij sinðhj � hiÞ � bij cosðhj � hiÞÞ

þ VjVseðgij sinðhj � hseÞ � bij cosðhj � hseÞÞ ð33:4Þ

Where gij þ jbij ¼ 1=Zse ¼ gii ¼ gij ¼ bii ¼ bij ¼ gjjgij, and bjj ¼ bij

Fig. 33.1 SSSC operating
principles
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33.4 Available Transfer Capability

For illustration, we assume a point-to-point transfer from the slack bus s, to any
bus i, and we would like to maximize this transfer without exceeding the flow
limits of any line or transformer.

qjk;i ¼
oPjk

oPs
¼ � oPjk

oPi
ð33:5Þ

These PTDFs are essentially current dividers in linear circuit theory. As such,
they are large-change sensitivities and can be used to predict the change in the line
flow (line j� k) due to a transfer (bus sto bus i) as

DPjk ¼ qjk;iDPs ¼ �qjk;iDPi ð33:6Þ

Note that DPs ¼ �DPi is the amount of transferred power from s to i. For a
given positive line flow limit Pmax

jk , assumed equal to the line MVA rating, and an

initial positive line flow P0
jk, the size of the transfer that drives the line to its limit is

equal to

DPjk
s ¼

Pmax
jk �P0

jk

qjk;i
qjk;ii0

�Pmax
jk �P0

jk

qjk;i
qjk;ih0

8
<

: ð33:7Þ

In order to determine ATC, the minimum value of DPjk
s among all lines in the

system is determined

ATCs!i ¼ minfDPjk
s : alllines jkg ð33:8Þ

Note that it is the linear relation between the transfer and the line flows that
makes linear ATC the fastest algorithm for transfer studies. Since, in general, the
complex flow at the sending and receiving ends of a transmission line are different,
there is a corresponding k -end circle given by the equation

Fig. 33.2 SSSC equivalent
circuit
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ðPkj � PkkjHÞ2 þ ðQkj � QkjHÞ2 ¼ ðSkjHÞ2 ð33:9Þ

Where in general PjkH 6¼ PkjH and QjkH 6¼ QkjH.
As the transfer increases, the flow in the line varies but all feasible operating

points in the Pjk � Qjk plane lie on the operating circle given by (10). On the other
hand, in this plane, the MVA rating of the line can be represented by a circle with
center at the origin and radius equal to the thermal limit Smax

jk . This is referred to
here as the limiting circle. Given an initial power system state without overloaded
lines, the ATC calculation must determine the maximum amount DPs for a transfer
s to i such that the flows lie inside the limiting circle (i.e., Sjk

�� ��� Smax
jk for all

j� k lines (ends j and k) in the system.

33.5 Simulation Results

33.5.1 Simulation of a 14-Bus System

Another sample 14-bus system is considered to illustrate the implementation of
SSSC for ATC enhancement. The system consists of 4 generator buses, 11 load
buses, and 16 transmission lines. The SSSC is located in the line connected
between 3 and 4. The real and reactive power settings of the SSSC are 40 MW and
2 MVAR. The results of the 14-bus system are given in Table 33.1

Table 33.1 Atc results for The 14-bus system with SSSC

Transfer
direction

Limiting
line

NR
PTDF

NR
reactive
ATC

NR linear
ATC

SSSC
PTDF

SSSC
reactive
ATC

SSSC
linear ATC

Dpij Dpij Dpij Dpij

1–2 2–1 0.88638 1.0851 1.2496 0.8124 1.0646 1.1273
1–8 8–1 1.4872 1.9186 2.1864 0.7086 1.4727 1.4979
2–3 3–2 0.6380 1.5022 1.6323 0.3771 1.3167 1.6113
2–6 6–2 0.5915 1.5564 1.8244 1.0131 1.0000 1.0679
2–8 8–2 0.5371 1.7127 2.0106 0.7744 1.3218 1.3935
3–6 6–3 0.6431 1.5236 1.5859 0.5382 1.0797 1.5818
4–11 11–4 0.7543 1.1315 1.5197 0.7317 1.0797 1.5168
4–12 12–4 0.6626 1.3367 1.6817 0.6623 1.0342 1.6812
4–13 13–4 0.7398 1.0379 1.6654 0.7358 1.2406 1.6744
7–5 5–7 1.0000 1.0000 1.0000 1.0000 0.8951 1.0000
7–9 9–7 0.8270 1.2090 1.2091 0.8157 1.2241 1.2259
9–10 10–9 0.8962 1.1158 1.1158 0.8866 1.0279 1.1278
9–14 14–9 0.7222 1.3645 1.4845 0.7097 1.0486 1.4091
6–9 9–6 0.2951 1.4737 1.1737 0.2760 1.1742 1.1942
8–4 4–8 0.7797 1.2824 1.2824 0.7226 1.2615 1.3839
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From the Table, it can be seen that control of line flows by SSSC the ATC
capability of from the system is improved and bus voltages are also improved
significantly. The magnitudes of real power line flows are also redistributed sig-
nificantly from high values to low values.

33.6 Conclusions

Improving of ATC is an important issue in the current deregulation environment of
power systems. ATC can be limited usually by heavily loaded circuits and buses
with relatively low voltages. It is well known that FACTS technology can control
voltage magnitude. Using these device may redistribute the load flow regulating
bus voltage. Therefore, it is worthwhile to investigate the effect of FACTS con-
troller on the ATC. The paper has presented the application of a new generation
FACTS device, the SSSC in determination of ATC along with the line flow control
using the real and reactive methods.
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Chapter 34
Improvement of Power Quality
and Performance Analysis of PV Fed
UPQC in Utility Connected System

S. Balasubramaniyan, T. S. Sivakumaran, Thulasidharan
and D. Balamurugan

Abstract This study presents a combined operation of the Unified Power Quality
Conditioner (UPQC) with Photovoltaic cell system. The proposed system consists
of a series inverter, a shunt inverter and a battery connected Photovoltaic array
which is connected with the DC link of UPQC through a boost converter. The
proposed system compensates the voltage sag, voltage swell, voltage interruption,
harmonics, real and reactive power compensation. PV fed UPQC system is sim-
ulated in single phase 14-bus and three phase single bus system. The proposed
system is validated with the results of computer simulation and hardware imple-
mentation. Sag is created by applying heavy load and swell occurs during light
load conditions. These power quality problems are compensated with the help of
UPQC fed Photovoltaic arrays.
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34.1 Introduction

One of the most interesting structures of energy conditioner is two back-to-back
connected DC/AC fully controlled converters. In this case, depending on the
control scheme, the converters have different compensation techniques. For
example, they can function as active series and shunt filters to compensate
simultaneously both the load current harmonics and supply voltage fluctuations
[1]. Increase in applications of electronic equipments has heightened the power
quality problems [2]. An active shunt filter is a suitable device for current-based
compensation. It can compensate current harmonics and reactive power [3].
The active series filter is normally used for voltage harmonics and voltage sag
compensation. The two inverters of UPQC share one DC link capacitor for
compensating the voltage sag and swell. The harmonic current and voltage affects
the power flow and voltage stability [4]. Nevertheless, UPQC cannot compensate
the voltage interruption due to lack of energy source in its DC link. Numerous
studies are available on operation of UPQC and distributed generation [5].
Combined operation of UPQC and photovoltaic is proposed, in which the battery is
connected to UPQC DC link through an uncontrolled rectifier [6, 7]. The VA
rating of series and shunt inverters of UPQC are estimated for proposed system [8].

34.2 Block Diagram of UPQC

The block diagram of the proposed system is shown in Fig. 34.1. Here the battery
energy is stored from the PV cell which is fed to the capacitor in the UPQC
system. A PWM control scheme is used as controller [4, 9, 10]. Then using the
series and shunt compensation the power quality problems such as voltage sag,
voltage swell, real and reactive power are compensated [11].

34.3 Proposed System

The UPQC has a combination of series and shunt converter which is connected to a
dc link capacitor. In the proposed system DC link capacitor is connected to a
Battery Energy Storage System (BESS). The DC voltage for BESS is fed by PV
Array [12–14] using MISO DC–DC converter. Here the BESS stores energy from
PV array during the day time. To get a single DC output, the DC outputs from
several PV arrays are combined using MISO DC–DC converter (Boost Converter)
[15]. Thus the proposed system effectively compensates the power quality prob-
lems using the excess energy fed by PV Arrays (Fig. 34.2).
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34.4 Simulation Results

In the proposed system MATLAB software is used for the line compensation.
Figure 34.3 represents the simulation of PV fed UPQC [16] with 14-bus systems.
The corresponding voltage sag, voltage swell, real power and reactive power
output is shown. Table 34.1 represents the comparison of the real and reactive
power, with and without compensation at different busses.

Figure 34.4 represents the effective compensation of voltage sag across load 1.
At 0.2 s load 2 (Unbalanced Load) is added which causes voltage sag, at 0.3 s the
voltage is compensated across load 1.

Figure 34.5 shows the compensation of voltage swell. Here at 0.3 s the voltage
swell across load-1 occurs due to light load condition and at 0.35 s voltage swell is
compensated with the proposed system.

Figure 34.6 shows the effective compensation of real and reactive power across
bus 3 under voltage sag condition

Figure 34.7 shows the three phase implementation of the proposed system
Figure 34.8 shows the occurrence of voltage sag at 0.3 s and compensation of

the sag at 0.4 s by implementing the proposed technique.

Fig. 34.2 Circuit diagram of PV fed UPQC system

Fig. 34.1 Block diagram of PV fed UPQC
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Fig. 34.3 14-bus PV fed UPQC

Table 34.1 Comparison of real and reactive power at different buses in 14-bus proposed system

Bus Real power
(MW)
without
compensation

Real power
(MW)
with
compensation

Reactive power
(MVA)
without
compensation

Reactive power
(MVA)
with
compensation

7 0.135 0.136 0.032 0.33
1 0.267 0.267 0.279 0.28
3 0.21 0.356 0.693 1.09
4 0.992 1.12 1.03 1.13

Fig. 34.4 Current and voltage sag compensation across load-1
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Fig. 34.5 Current and voltage swell compensation across load-1

Fig. 34.6 Real power and reactive power across bus 3

Fig. 34.7 Three phase circuit model with UPQC

Fig. 34.8 Three phase voltage output with compensation
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34.5 Conclusions

This study describes a combined operation of the unified power quality conditioner
with photovoltaic generation system. The proposed system can compensate volt-
age sag, voltage interruption, harmonic generation and real, reactive power
compensation. The VA rating of series and shunt inverters of UPQC are estimated
for proposed system. The economic saving due to use of proposed system is
estimated nearly 20 %. Series converter draws supply from the main source and
acts as a controlled rectifier for controlling the terminal voltage and shunt con-
verter controls the power flow. Thus both the converters control the voltage sag
and power flow. The circuit with series converter and shunt inverter section is
simulated. The circuit is also simulated with photo volatile system, series and
shunt inverter. The performances of both the model are compared. The combined
circuit gives better performance in power quality problems.
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Chapter 35
Design of Adaptive FLANN Based Model
for Non-Linear Channel Equalization

Sidhartha Dash, Santanu Kumar Sahoo and Mihir Narayan Mohanty

Abstract Wireless Communication systems require the most efficient techniques
for reception of error-less data with high data rate. The channels introduce both
linear and non-linear distortions. ISI plays a major role in this field. Also these
channels contaminate the received sequence with random fluctuation. In this paper,
an adaptive algorithm based on FLANN has been developed for channel equal-
ization with analysis of MSE. The FLANN is developed with LMS technique as
well as sign regressor based LMS technique and the results are compared. Also the
result is compared with the standard adaptive LMS algorithm. The signed FLANN
based model shows better performance as compared to LMS based FLANN model.

Keywords Channel equalization � Sign regressor based LMS � Functional link
artificial neural network � Signed regressor FLANN

35.1 Introduction

High quality and high-speed is the greatest demand in wireless communication.
One of the major limiting factors is inter-symbol interference (ISI). ISI may be due
to one or more of the factors like: frequency selective characteristics of the
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channel, time varying multipath propagation that is prominent in mobile com-
munication. Equalizers are usually used to compensate the received signals which
are corrupted by the inevitable noise, interference and signal power attenuation
introduced by communication channels during transmission [1]. Traditionally
linear transversal filters (LTF) [2] are commonly used in the design of channel
equalizers. The linear equalizers, however, fail to work well when transmitted
signals have encountered severe nonlinear distortion. The use of large constella-
tions provides bandwidth efficient modulation. Quadrature Phase Shift Keying
(QPSK) type modulation techniques have constellations, in which signal points are
uniformly spread. Information is carried by both signal amplitude and phase;
hence they are not constant envelopes. Thus, efficient nonlinear power amplifiers
cannot be utilized in the transmitter, without equalization in the receiver [3]. Since
Wiener’s classical work on adaptive filters [1], the mean-square-error (MSE)
criterion has been the workhorse of function approximation and optimal filtering.
A variety of approaches employing the MSE criterion have been taken towards
solving this nonlinear channel equalization problem.

In this paper the use of signed Regressor LMS algorithm and signed Regressor
FLANN algorithm for non-linear channel equalizers have been investigated. Both
the algorithms are applied for the design of the channel equalizers in the complex
environment.

The paper is organized as follows: Sect. 35.2 outlines the system model and
establishes the algorithms under consideration to determine the optimum filter
coefficients with respect to a minimum mean square (MSE) design criteria.
Sect. 35.3 describes the conventional LMS and signed regressor LMS algorithm
and Sect. 35.4 outlines the FLANN as well as signed regressor FLANN. Sect. 35.5
discusses the extensive simulation results in non-linear channel equalization in
terms of their effectiveness and Sect. 35.6 concludes the work.

35.2 Model for Channel Equalization

Adaptive filtering techniques are necessary consideration when a specific signal
output is desired but the coefficients of filter cannot be determined at the outset.
Adaptive channel equalizers have played an important role in digital communi-
cation systems. Adaptive equalization at the receiver removes the effects of ISI [4].
In an adaptive equalizer the current and past values of the received signal are
linearly weighted by equalizer coefficients and summed to produce the output [5].
An adaptive equalizer is an equalization filter that automatically adapts to time-
varying properties of the communication channel. It is frequently used with
coherent modulations such as phase shift keying, mitigating the effects of multi-
path propagation and Doppler spreading. The block diagram of a communication
system based on equalizer is shown in Fig. 35.1.
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Here, s(n) is a transmitted symbol sequence, g(n) is additive white Gaussian
noise, y(n) is a received signal sequence sampled at the rate of the symbol interval
T, and ŝ(n) is an estimate of the transmitted sequence s(n). The received signal is
represented as

rðnÞ ¼ sðnÞ � hðnÞ þ gðnÞ ð35:1Þ

where h(n) is the impulse response of channel .
The non linear channel equation is defined as

yðnÞ ¼ a0xðnÞ þ a1 tanh2ðxðn� 1ÞÞ ð35:2Þ

where the nonlinearity values of a0 = 1 and a1 = 0.8.

35.3 Algorithm for MSE

Least mean squares (LMS) algorithms are used in adaptive systems to find the
coefficients that relate to producing the least mean squares of the error signal [6].
In LMS Algorithm the simplified cost function, nLMSðnÞ is given by

nLMSðnÞ ¼ 1=2e2ðnÞ ð35:3Þ

where e(n) is defined as the error function which is the difference between the
original and estimated weight of the filter. The cost function in (3) can be thought
of as an instantaneous estimate of the MSE (mean square error) that is most useful
in practical applications. The update LMS equation is given by

Wðnþ 1Þ ¼ WðnÞ þ leðnÞXðnÞ ð35:4Þ

Equation (35.4) requires only multipliers and adders to implement. The
performance of LMS algorithm is affected severely in presence of outliers [7].
A simple and efficient normalized Signed Regressor LMS algorithm is suitable for
applications requiring large signal to noise ratios with less computational com-
plexity [8]. The convergence speed of sign LMS is faster than the conventional

Fig. 35.1 Block diagram of
communication system
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LMS based realizations. The weight update equation of Signed Regressor LMS is
given by

Wðnþ 1Þ ¼ WðnÞ þ leðnÞsignðXðnÞÞ ð35:5Þ

35.4 FLANN and Signed Regressor FLAN

The basic principle of an FLANN is to expand the dimensionality of the input
signal space by using a set of linearly independent functions. The expansion can
produce complicated decision boundaries at the output space, so the FLANN is
capable of dealing with linear inseparable problems [9]. The structure of FLANN
used in channel equalization problem is shown in Fig. 35.2. It requires more no of
sine and cosine functions that implies the computational complexity is more. The
FLANN is a single layer network, where need of hidden layers is removed. Here
the functional link acts on an element of a pattern or on the entire pattern itself by
generating a set of linearly independent functions, and then evaluating these
functions with the pattern as the argument. Thus, separability of input patterns is
possible in the enhanced space [1]. However, the FLANN structure offers less
computational complexity and higher convergence speed than MLP because of its
single layer structure. The expanded function make use of a functional model
comprising of a subset of orthogonal sine and cosine basis functions and the
original pattern along with its outer products.

The BP algorithm, is used to train the network, becomes very simple because of
absence of any hidden layer. The learning ability and the justification for the use of
trigonometric polynomial are described in [3]. Inspiring from the fact that signed
regressor LMS performs faster as compared to conventional LMS, the proposed
Signed regressor FLANN technique uses the signed inputs for the weight update
equation.

Fig. 35.2 Structure of FLANN
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Fig. 35.3 Transmitted signal in QPSK in real valued environment

Fig. 35.4 Received signal in
QPSK through non-linear
channel

Fig. 35.5 Equalized signal
in QPSK by signed FLANN
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35.5 Result and Discussion

It has been simulated by taking learning rate parameter l as 0.01 and SNR as 15db.
Here 10,000 random samples have been taken between [-0.5 0.5]. The weight
update equation is used for non-linear channel equalization. The non-linear
channel used in this proposed model is taken from Eq. (35.2). The result related to
QPSK is shown using FLANN (Fig. 35. 3–35. 5) and the error has been analyzed
for a non-linear channel using adaptive FLANN (Fig. 35. 6, 35. 7). Also it shows
the comparative analysis between FLANN and adaptive FLANN.

35.5.1 Channel Equalization in QPSK Using Adaptive FLANN

Signals in QPSK are shown in Figs. 35.3, 35.4 and 35.5.

35.5.2 MSE Analysis for Non-Linear Channel

MSE using LMS and FLANN in real and complex valued environments is shown
in Figs. 35.6 and 35.7 respectively.

Fig. 35.6 MSE using LMS and FLANN in real valued environment
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35.6 Conclusion

In this paper, Signed Regressor FLANN based non-linear channel equalizer has
been presented over real-valued and complex-valued non-linear channels. The
simulation results show that such algorithm is capable of constructing a simple
network whose performance is close to the optimal solution. There is no need to
estimate in advance the number and locations of the equalizer input states. Thus,
we can set conditions for increasing the demand for hybrid systems, which also
makes the architecture of the constructed FLANN fairly simple.
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Chapter 36
A Security Framework for DDoS
Detection In MANETs

P. Devi and A. Kannammal

Abstract Mobile Ad-hoc Network (MANET) adopts distributed wireless com-
munication without a centralised control. It is more vulnerable to Denial of Service
and Distributed Denial of Service attacks due to dynamic topology, limited
physical security and decentralized approach. These attacks may collapse the
entire communication networks. The detection of such attacks will improve the
network security. This paper produces some clarification and a framework based
on the Cluster Analysis to identify and to isolate the attacker from the network for
detecting DDoS attack. The traffic is involved for XOR Marking to differentiate
legitimate and non-legitimate data packets. Thus origin nodes of DDoS attacks are
traced and isolated. Preliminary experiments are done with 2000 DARPA Intrusion
Detection Scenario Specific Data Set to evaluate our method. The experimental
results show that the proposed system is effective and efficient to identify DDoS
attack.
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36.1 Introduction

Mobile Ad-hoc Network (MANET) is a distributed network because mobile nodes
in the network subject to change and create paths dynamically among themselves
to broadcast packets. Each node functions as a router to forward packets if it is not
an end node. MANET can be viewed as a random graph because the nodes in the
wireless network keep on moving. The nodes can move anywhere and organize
themselves into the network. This makes MANET more helpful in establishing
communication at the time of natural disasters. Though wireless ad hoc commu-
nication is inevitable in our life, it carries security issues along with it. This paper
focuses on Distributed Denial of Service attack, which causes massive danger to
the society.

The key plan of Distributed denial of Service (DDoS) is to consume system as
well as network resources, thus the entire network is disabled. Compromised nodes
initiate flooding heavy network traffic which paralyses all genuine nodes. The
malicious traffic generated by the non-legitimate nodes will be very high that the
victim node cannot afford to it. Also, it is difficult to identify these attacks since
most of the IP packets are created in a fake manner.

In this paper, we propose a security framework for DDoS detection which
incorporates cluster analysis and XOR marking. This method is used to differen-
tiate legitimate and non-legitimate traffic to isolate compromised nodes. The
remainder of the paper is organized as follows. Section 36.2 describes the litera-
ture works related to DDoS attacks. Section 36.3 explains the proposed security
framework to overcome the DDoS attacks in MANET. The performance evalua-
tion and justification of proposed mechanism over other schemes is discussed in
Sect. 36.4. Conclusion of proposed scheme is in Sect. 36.5.

36.2 Related works

DDoS attack is a thriving research area and a lot of research is going on to
overcome this attack. In [1], the feasibility of the usage of Management Infor-
mation Base (MIB) traffic variables for detecting DDoS attacks is being discussed.
The variables are extracted from IP-based, TCP-based, ICMP-based and SNMP-
based traffic. The traffic variable may contain some value which may tend be a
normal one or the one under attack. The Network Management System analyses
the MIB variables and concludes whether the system need to be prepared to
encounter attacks or not.

Park [2] presents a distributed packet filtering mechanism (DPF) which validates
the source address of inbound packets. Routers utilize DPF to find spoofed IP packets
and avoid illegitimate traffic. Periphery routers of nodes find attacks and filter non-
legitimate traffic so that it can protect the network is explained in terms of D-ward
defense solution for DDoS at the source end [3].
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The concept of queuing model is introduced in [4]. Queuing model is imple-
mented by intermediate routers for DDos attack detection. The output queue
whose rate is higher than the expected threshold is identified to be an attack. Jung
[5] States IP addresses of attacking nodes can’t be tracked easily in case of DDoS
attack. This employs a method based on history of past IP addresses for attack
detection. But this method is very difficult to be used since; it can’t identify any
attacks from a new user.

The probability of an attack with the Bayesian Network based Intrusion
Detection Systems are incorporated in [6]. The probability of an attack is deter-
mined based on the input parameters. The system involves the usage of three
agents which communicate with one another to detect an attack. Often the manual
overriding of the attack probability may result in biased and incorrect attack
detection.

There is a mechanism where Pushback incorporated with congestion control
[7]. In which the nodes assume congestion as a symptom of Distributed Denial of
Services attack and performs traffic rate limiting based on the local policy. In case
a node fails to control the congestion, but is aware of it, the node sends a request to
limit the traffic to the neighborhood nodes. This is practically difficult to be
implemented since the request may be considered as a part of diverting the con-
centration of the node against detection, sometimes.

Size Based Scheduling (SBS) [8] is considered to be a weakness to DDoS
attacks. Though this work emphasizes on Least Attained Service (LAS) in asso-
ciation with First in First out (FIFO) in routers, it is stressed that all SBS based
methods that support short flows shouldn’t diverge much from the performance of
LAS. An adaptive cyber security examining system is proposed in [9] which
incorporate a number of hybrid techniques such as fusion-based IDS, correlation
computation of activity indicators and event classification through network
resemblance dimensions.

The K-nearest-neighbor (KNN) Classifier [10] is used to categorise process into
normal and intrusive. This method proves to be excellent in attack detection, but is
highly expensive when used in real-time environment and when the number of
processes is more. The Radial-Basis-Function Neural Network (RBF-NN) is used
to identify Distributed Denial-of-Service in [11]. It uses nine packet parameters
and the frequencies of these parameters are estimated. Based on the frequencies,
the normal and abnormal classes are identified. Errors can be minimized by using
K-means centers.

Above schemes show that increase in attack detection rate leads to increase in
false alarm rate or to increase in computational overhead. Thus it requires the
development of an attack detection system which overcomes the drawbacks in the
current systems and for a proactive identification of DDoS attack in MANET.
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36.3 Proposed Scheme

In this work, we propose a system which could detect and prevent Distributed
Denial-of Service attacks in a Mobile Ad-hoc network. Initially, we use cluster
analysis to detect the DDoS attack. Later the Collaborative Peer-to-Peer mecha-
nism is used to encounter the DDoS attack. The detection of DDoS attack is based
on detection of each phase of the attack separately. This could be done by
extracting the traffic variables, which carry the information required to detect each
attack. Thus the network can be made aware of the occurrence of DDoS attack.

DDoS attack involves the following steps

1. Selection of handlers and agents
2. Communication and Compromise
3. Attack

Usually, during the selection of handlers and agents, the attacker sends ICMP
echo request packets to find handlers and agents which could help the attack. This
is called IPSweep. During this activity, a lot of traffic is transmitted from an
attacker to hosts available in the MANET. As a result, the occurrence rate of ICMP
packets may be abnormally high compared to the usual network traffic. Thus the
occurrence rates of these packets can be used as a measure to detect the initiali-
zation of a DDoS attack.

In addition, the distribution of the source IP, destination IP, source port and
destination port provides information about the steps in DDoS Attack. During the
IPsweep phase, the destination IP address in the network would be distributed
randomly. The attack packets have diverse source IP address and are focused on
destination IP address at the time of real attack. The degree of divergence can be
measured by using the concept of entropy.

According to Shannon and Weaver [12], consider an information source having
nindependent symbols, each with probability of choicePi, the entropyHis defined
as follows

H ¼ �
Xn

i¼1

Pi log2 Pi

When the entropy value is used, the value of occurrence of source IP address
will be less compared to that of the destination IP address in the IPsweep phase. In
the DDoS attack period, the entropy value of source IP address drastically
increases whereas that of destination IP address decreases. The entropy of the
source and destination port can also be used to detect DDoS attacks since some of
the DDoS attacks use random port numbers during the attack period. In case of
ICMP flood attack and UDP flood attack, even the entropy of the packet type are
helpful in detecting the attack.

In the final phase, the nodes which act as agents for the DDoS attack generates
large quantity of packets towards the victim and the network get jammed. The
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number of packets acts as a proof for the occurrence of the attack. Thus the
parameters for the detection of DDoS attacks are:

1. Entropy of source IP address and port number
2. Entropy of destination IP address and port number
3. Entropy of packet type
4. Occurrence rate of packet type
5. Number of packets.

The overall proposed system framework is depicted in Figure 36.1.

36.3.1 Attack Detection Using Cluster Analysis

Cluster analysis is one of the most famous techniques which are used to classify a
set of similar data into the same group and dissimilar in other groups. In our
scheme, we use the hierarchical clustering method. The variables which are used
are normalized using

z ¼ x� �x

s

to eliminate the effect of difference between scales of the variables. In the above
equationxis the value of each variable, �xis the mean of sample data,sis sample
standard deviation. The Euclidean distance is used to compute the dissimilarities.
The formula of Euclidean distance is as follows:

Dðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn

i¼1

ðxi � yiÞ2
s

wherexandyare two records to be clustered andnis the number of variables mea-
sured. Figure 36.2 shows the algorithm adopted for clustering technique.

Based on these calculations, the deviations are identified and the DDoS attack is
filtered.

DDoS traffic Entities

XOR Marking

Anomaly Detection
Clustering algorithm

for Partitioning

Filtering

Legitimate /
Non Legitimate traffic

Fig. 36.1 Proposed system framework for DDoS attack detection
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36.3.2 XOR Marking

fter detection of the attack, the IP header is XOR marked to differentiate between
the normal and non-legitimate traffic. The IP address of the nodes are encoded
using two hash functions h1 and h2. If the node N1 decides to mark the identifi-
cation field of the IP packet, it marks h1ðN1Þ in the edge. If the packet is already
marked, then the node XORs theh2ðN1Þwith edge field value and writes the result
of XOR in fragmented IP header identification field.

The node uses the last n-bit of IP Address and applies XOR function for the
current bit with the previous bit. After this operation is performed, the IP fin-
gerprint is embedded into the identification field. It is impossible for an attacker to
fake an IP fingerprint with hop count less than its own [13]. After the encoding
style is being changed, the previously marked data is sent along with the newly
marked data. At destination, the marking id compared with the marking field
dictionary. The marking of the IP packet is performed at the right n bit.
Proposed Algorithm
Based on the combination of cluster analysis and XOR marking, the algorithm is
proposed. The steps are as follows.

step.1: Calculate Entropy of packet type
step.2: Calculate the Euclidean distance
step.3: If Euclidean Distance Dðx; yÞ\Et, calculate for next parameter else go to

step 4
step.4: (a) Mark the packet with Node N using hash function h1 ash1ðNÞ (b) If

packet is already marked, then h1ðNÞ � h2ðNÞand mark it in IP header
identification field.

step.5: At destination, check marking with marking field dictionary If any dis-
similarity found, isolate the node initiating the packet Else, allow the node
for further transmission

Thus, in our proposed scheme, the Cluster Analysis performs the detection of
DDoS attacks and the XOR marking performs the process of marking non-legit-

Input: 2000 DARPA Intrusion Detection Scenario Specific Data Set;
Define the threshold value;
For each process Pi in the Data Set:

Compute the Euclidian distance Di; 
If Di < = threshold value then

Add up Pi into ith cluster; 
Else then

Consider the process Pi as a new cluster;
END

END

Fig. 36.2 Pseudo code for clustering algorithm

330 P. Devi and A. Kannammal



imate traffic. This greatly helps to avoid DDoS attacks in MANET. The nodes
which are found to initiate the DDoS attacks are isolated and thereby avoid further
vulnerability for the attack.

36.4 Simulation Results

The experimentation is done using 2000 DARPA Intrusion Detection Scenario
Specific Data Set. The proposed scheme is tested for Filtering performance and
Attack detection. The filtering performance shows the rate in which the normal
traffic is separated from that of attack traffic. In our performance evaluation, we
compare the filtering performance of our system with that of the K-nearest
neighbor classifier. From the results obtained it could be observed that the packet
acceptance rate of the normal packet is almost similar in both cases, whereas the
packet acceptance rate is very much decreased in case of our proposed scheme
than the KNN classifier scheme. This is clearly visualized in Figure 36.3.

The next experimentation is done over attack detection. The experimentation is
done in two parts. The first one is done with respect to High data flood attacks. The
other one is done with respect to changes in traffic rates. It has been found that our
proposed scheme is more efficient in the attack detection also.

Figure 36.4 shows the attack detection capability of the proposed scheme. It
could be found that the proposed scheme proves to be efficient by the reduction of
the False Positive rate and the Detection ratio. The previous schemes used provide
more false positive responses, whereas, the proposed scheme has greatly reduced
the occurrence of false alerts.

The attack detection capability with respect to the traffic is shown in Fig. 36.5.
It is evident from the graph that the detection of attackers by our proposed scheme
is much efficient. In order to analyze the attack detection, initially the system was
subjected to DDoS attack by 12 attackers. The system detected all the 12 attackers.

Fig. 36.3 Filtering
performance
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The number of attackers was increased to 20. Even in such a scenario, the attackers
were identified.

Thus, from the experimental results, it is proved that the proposed scheme is
efficient in detecting and preventing DDoS attack from further establishment in the
network.

36.5 Conclusion

In this paper, we have studied the impact of DDoS attacks over MANET. Also, we
have designed a scheme to overcome the DDoS attack in a Mobile Ad-hoc Net-
work. The newly designed system uses cluster analysis along with XOR marking
to detect and prvent the effects of DDoS attacks in the network. The performance
analysis was made for the packet acceptance rate and to find the attack detection.
From the results obtained, it is evident that the proposed scheme is more efficient

Fig. 36.4 High data flood
attack

Fig. 36.5 Detection with
respect to changes in traffic
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in overcoming most types of DDoS attacks such as SYN flooding, ICMP flooding,
Teardrop attack, nuking etc. in a Mobile Ad-hoc Network.
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Chapter 37
Optimal and Robust Framework
for Enhancing Network Lifetime Using
Power Efficient AODV in Mobile Ad-hoc
Network

Bhagyashree Ambore, R. Suma and Jitendranath Mungara

Abstract The proposed system highlights one of the novel approach of enhancing
the cumulative lifetime of mobile adhoc network on the backbone of most fre-
quently deployed AODV routing strategies. MANET system is always associated
with the design constraint from unwanted power drainage during communication.
The proposed system considers the intermediate mobile nodes as vital factor which
estimates the current mean power of the cumulative network as comparison
threshold in order to evaluate the response of route request message along with
impact of the proposed system towards the routing performances. Experimented in
NS2, the proposed system shows optimal throughputs which can be definitely used
for optimizing the energy on overloaded nodes in MANET and enhance the
cumulative network lifetime extensively.

Keywords Mobile adhoc network � Energy � Routing protocol � AODV

37.1 Introduction

The area of mobile adhoc network (MANET) [1] is currently under the scanner of
extensive research due to the massive advantages it permits on its application.
Using this technology, various users can therefore be connected in networking
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areas without any presence of pre-existing networking infrastructure. The mobile
nodes can directly communicate with each other within their transmission ranges.
In this environment, dual condition can surface where all the mobile nodes which
have participated in the transmission involuntarily generate a wireless network,
consequently, such types of wireless adhoc network can be visualized as mobile
adhoc network. For the purpose of introducing diversified power issues in MANET
[2], various power effective routing strategies has already been seen in the review
of literature. The failure or degradation of energy in mobile nodes will not only
influence the node itself but it will also have impact into its potential to forward the
packets on behalf of others and therefore influence the cumulative network life-
time. Hence, majority of the researchers has attempted for designing power aware
routing algorithms for specific mobile adhoc network scenario. Unfortunately, it is
still in infancy stage as it is still not obvious that which one of the list of routing
protocols is best for majority of scenarios as every routing protocols is designed to
work for only specific environment. But, it is also highly feasible to unite and
incorporate the current solutions in order to facilitate maximum power efficient
routing techniques. As power efficiency is also vital issue in many other network
layers, considerable efforts has already been given for designing power aware
MAC as well as transport protocols. Each layer is believed to function in
remoteness in layered network architecture but, as some current research
suggested, the cross-layer design is indispensable to exploit the highest power
performance. In fact, many routing protocols analyzed in survey also deploy the
similar concept, i.e. they utilize lesser layer techniques such as transmission
energy control and sleep mode methods in their routing layer protocols. Almost all
mobile devices are supported by battery powers, so the power-efficient issue is one
of the most important design issues in MANET. Solutions to the energy-efficient
issue in MANET can generally be categorized as follows: (1) Low-Power Mode, in
which mobile devices can support low-power sleeping mode. The main research
challenges in low-power mode are that at what time mobile node can turn to
sleeping mode, and at what time it should wake up. Corresponding issues are
addressed in [3] and etc.; (2) Transmission Power Control: In wireless commu-
nication, transmission power has strong impact on transmission range, bit error
rate and inter-radio interference, which are typically contradicting factors. By
adjusting its transmission power, mobile node can select its immediate neighbors
from others, thus the network topology can be controlled in this way. How to
determine transmission power of each node so as to determine the best network
topology has been addressed in [4] and etc.; (3) Power-Aware Routing: Other than
the common shortest-hop routing protocols, such as DSDV [5], AODV [6], DSR
[5], and etc., power-aware routing protocols take various power metrics or cost
functions into account in route selection.

The proposed system is designed on the backbone of frequently used AODV
routing protocol for enhancing the cumulative lifetime of mobile adhoc network.
In Sect. 37.2, we give an overview of related work which identifies all the major
research work being done in this area. Proposed system is illustrated in Sect. 37.3.
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Section 37.4 discusses about result analysis and finally in Sect. 37.5, we make
some concluding remarks.

37.2 Related Work

Arulanandam [7] has shown that energy is the scarcest resource for the operation
of the mobile ad hoc networks. Sunsook et al. [8] considered energy constrained
routing protocols and workload balancing techniques for improving MANET
routing protocols and energy efficiency. Rekha [9] proposes a cost based power
aware cross layer design to AODV. Rutvij [10] has discussed some basic routing
protocols in MANET like DSDV, DSR, TORA and AODV. Xiangpeng [11] has
presented a comprehensive energy optimized routing algorithm and its imple-
mentation to AODV. Abdusy Syarif [12] has presented some improvement sug-
gestion to AODV routing protocol. Preeti et al. [13] has tried to remove the
existence of misbehaving nodes that may paralyze or slows down the routing
operation in MANET. Patil et al. [14] concentrated on emergency search and
rescue operations which rely heavily on the availability of the network. Sanjay
[15] has presented some improvement suggestion to AODV routing protocol.

37.3 Proposed System

The main aim of the project work is to introduce a novel scheme based on AODV,
called Energy Saving Ad-hoc On-demand Distance Vector for routing in MA-
NETs. In this proposed system, a new architecture based on enhancement in
AODV is proposed for conducting energy efficient routing in MANETs. The
proposed scheme (Fig. 37.1) achieves the energy information exchange among
neighboring nodes through already-existed signaling packets in AODV and
introduces a new network parameter as the comparison threshold, called current
average energy of the network, which can estimated the mean power utilization of
the network. In the proposed scheme, each intermediate node determines whether
to forward RREQ packet by comparing its remaining energy with current mean
power of network. If the energy of the node is larger than the threshold, it will
forward the RREQ packet immediately. Otherwise, the node will wait for a while
to decide whether the packet should be forwarded or dropped according to the
number of the identical RREQ packets received during the waiting period. After
that, effects of the proposed routing protocol on network performance are
addressed. Both analytical and simulation results shows that the proposed routing
scheme is comparatively easier for execution and can facilitate a maximized
cumulative network lifetime.

The routing protocols have multiple operations to be performed apart from
instituting correct and resourceful routes among the twosome of mobile nodes. The
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most prominent aim of the routing protocol is to render the entire networking to
operate for as long duration as possible. Such types of parameters are very
essential to facilitate the minimum energy path through which the cumulative
utilization of power for delivering a packet is reduced. In such experiments, the
wireless link is interpreted with the cost of link in terms of transmission power
over the link and minimum energy path is another factor which reduces the sum of
the cost of link along the same path. But, unfortunately, if such types of routing
parameters are selected than it may yield to unbalanced power utilization among
the mobile nodes. It was also seen that when certain specific mobile nodes are
incorrectly overloaded in order to support majority of packet-relaying operation,
such nodes may utilize higher battery power and impede running earlier than other
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mobile nodes thereby disturbing the cumulative functionality of the mobile adhoc
network. An estimation algorithm to obtain the network average remaining energy
is introduced. With such assessment, intermediary mobile nodes can reasonably
decide if their residual power is adequate or not. By preventing overused nodes
from participating in route discovery processes, the proposed scheme using AODV
effectively balances energy consumption around the network. Simulation results
will show that the proposed energy saving schema can evidently increase the
lifetime of the network.

37.4 Result Analysis

The proposed system is designed on Linux platform using network simulator
(NS2). The performance analysis is checked with respect to delivery ratio, network
overhead, delay, and cumulative network life time.

The above graph in Fig. 37.2 shows the comparison of packet delivery ratio for
proposed energy aware-AODV and AODV with X-axis of packet transmission (kb/
s) and Y-axis of Delivery rate (103). The Fig. 37.3 shows the comparison of
overhead for proposed energy aware-AODV and AODV Fig. 37.4.

The above graph in Fig. 8 shows the comparison of overall network lifetime for
proposed scheme, energy aware AODV, and AODV with X-axis of packet
transmission (kb/s) and Y-axis of network lifetime (s). The Fig. 37.5 shows the
comparison of delay for energy aware AODV, and AODV with X-axis of packet
transmission (kb/s) and Y-axis of average end-to-end delay (%)

37.5 Conclusion

In this proposed system, a unique power-aware routing protocol using AODV is
presented. In the route discovery process of the proposed scheme, transitional and
intermediate nodes estimate the current mean power of the cumulative network as
an evaluation threshold to establish how to retort to the received route request
packets. An evaluation algorithm to accomplish the network mean residual power
is highlighted. With such estimation, intermediate nodes can reasonably judge
whether their residual power is adequate or not. By averting overused nodes from
participating in route discovery processes, the proposed routing scheme using
AODV efficiently stabilize the power expenditure around the cumulative network.
For the analysis of the proposed system, with the assistance of graphical repre-
sentation, the network lifetime of the proposed scheme and AODV with different
levels of mobility and network loads is shown in result analysis. It is also shown
that graph of data delivery rates with different levels of mobility and the network
performance in term of mean end to end delay.
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Chapter 38
Voice Transformation Using Radial Basis
Function

J. H. Nirmal, Suparva Patnaik and Mukesh A. Zaveri

Abstract This paper presents novel technique of voice transformation (VT),
which transform the individual acoustic characteristics of the source speaker so
that it is perceived as if spoken like target speaker. Using features namely line
spectral pairs (LSP) and pitch as spectral and glottal parameters of the source
speaker are transformed into target speaker parameters using radial basis function
(RBF). The results are evaluated using subjective and objective measures based on
voice quality method. The listening tests prove that the proposed algorithm con-
verts speaker individuality while maintaining high speech quality.

Keywords Voice transformation � Line spectral pairs � Long term prediction �
Radial basis function

38.1 Introduction

The basic objective of the voice transformation is to mimics the individual
acoustic characteristics of the source speaker so it posses the characteristics of the
target speaker [1]. It has many applications like personification of text to speech,
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audio dubbing, audio based learning tool, audition test [2, 3], it is an alternative
method for building the synthetic voices. The VT is carried out in two modes.
In the first training mode, it analyses and extracts the spectral and glottal features
of the source and target speaker and appropriate mapping function is developed.
In the transformation mode, the mapping function developed in the training mode
transform the acoustic characteristics of the source speaker into target speaker so it
posses the characteristics of the target speaker [4]. Initially, Abe et al. [5] have
used vector quantization but the problem of the discontinuities are produced due to
the hard partition of the acoustic cues which causes degradation of the quality of
speech. Fuzzy based vector quantization and mapping techniques have been
proposed in [6].Different types of codebook mapping methods such as STASC also
studied in [7, 8]. Valbret et al. [9] used dynamic frequency warping (DFW).The
further improvements related to frequency-warping have been presented in [11].

Stylianou et al. [12] used Gaussian mixture models (GMMs) as a soft partitions.
Kain et al. modified the GMM approach in [13] but it results into over smoothing.
The strong vocoding technique, namely, STRAIGHT [14] and phase reconstruc-
tion based method [15]. Researchers have also provided the solution for over
smoothing problem like hybridization of GMM with DFW [16] and GMM with
codebook mapping [17]. Desai et al. [18] compared the performance of the ANN
and GMM and it is reported that the ANN performs better than GMM. ANN used
for VC to exploit the nonlinear relationship between the vocal tract shape of source
and target speaker [19, 20]. The approach proposed in this paper differs from
various methods reported in the literature as below:

a. LSP and fundamental frequency (F0) are used to extract the source and target
features of parallel set of data. Using these features the RBF based neural
network is trained for an appropriate mapping function that transforms the
vocal spectral and glottal excitation cues of the source speaker into target
speaker’s acoustic space.

b. This proposed VT system has been evaluated using both the subjective eval-
uation and the objective measures like mean square error, pitch and formants.

The outline of the paper is as follows, Sect. 38.2 explains the LSPs based
methodologies of VT. Section 38.3 and 38.4 describe the results and evaluation
using subjective and objective measures respectively. Finally, conclusions are
discussed in section.

38.2 Proposed Algorithm for Voice Transformation

The proposed algorithm consists of two phases. In first phase, it extracted the LSP
and pitch based features from source and target speaker data. It is followed by the
second phase where it used RBF neural network which is trained to learn the
nonlinear mapping function for source to target speech transformation using the
features extracted in the first phase.
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LSP are an alternative to LPC as the LPC has many problems such as stability
check, quantization and interpolation [21]. LSP are popular due to its excellent
quantization characteristics and consequent efficiency in representation.When the
LSP are in ascending order in the range [0, 1], the resulting filter is guaranteed to
be stable. The proposed algorithm translates the vocal frequencies (LSP and pitch)
of source speaker into target speaker using neural network in two modes. In the
training mode the source and target speech is normalized to some predetermined
amplitude range and the pitch information is extracted to produce a residual,
residual contains vocal tract information which is modeled by LPC. Applying the
LPC analysis filter to the residual will result in the vocal tract information being
removed leaving lung excitation signal. LPC produces the results in an unstable
synthesis filter. So we convert LPC parameters into LSP. We have mapped the
lung and LSP parameters of source speaker into target speaker using RBF neural
network with spread factor of 0.009 [22] and error threshold of 0.02. In the
transformation phase the LSP and lung parameters of test speech samples are
transformed as a target speech. The analysis process is essentially reverse of the
synthesis process and results in reconstructed speech as shown in Fig. 38.1.

38.3 Simulation Result

The proposed algorithm is evaluated using standard databases as well as our own
databases consisting of Gujarati and Marathi regional Indian languages. Our own
database consists of 48 sentences recorded with 16 kHz sampling frequency using
a high quality microphone (Sony V_120).Our database is parallel database; These
sentences are collected from five males and five female’s speakers.The standard
databases, namely, CMU ARCTIC database consisting of utterances recorded by 7
speakers.The sample results of our LSP based speech conversion algorithm for
inter and intra gender speaker are performed.

Fig. 38.1 LSP, pitch based VT using neural network
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38.4 Objective and Subjective Evaluations

In this section we have evaluated our algorithm based on objective and subjective
parameters. We used two objective based evaluation parameters (i) mean square
error (MSE) and (ii) similarity measure using pitch and formant. This similarity
measure allows us to differentiate between male to female and female to male VT.

38.4.1 MSE Based Objective Evaluation

In this section we provide the objective evaluation for LSP based VT systems to
measure the differences between the target and transformed speech signals. Since
many perceived sound differences can be interpreted in terms of differences of
spectral features and mean squared error (MSE) are considered to be a reasonable
metrics; The MSE between target audio vector p and transformed audio vector s is
calculated as per below Eq. 38.1 on a sample by sample basis. The average square
difference between two vectors is used to evaluate the objective performance of
mapping algorithms shown in Table 38.1.

E ¼ 1
N

XN�1

i¼0

½s ið Þ � p ið Þ�2 ð38:1Þ

38.4.2 Pitch and Formant Based Similarity Measures

This similarity measure is used to find out how close the pitch and formants of
speech produced by the application with the source and target speaker. In order to
evaluate the performance of the LSP based transformation we have done com-
parison based on the fundamental frequency (f0) and spectral formant frequencies,
the fundamental frequency (f0) of the vocal fold vibration determines the per-
ceived pitch of a voice, most often it is higher in females than in males. The
spectral formants determine the characteristic timbre of each speaker’s voice, so
that the listener can recognize familiar voices and discriminate the gender from
familiar or unfamiliar voices [23]. We have calculated the pitch and the formant

Table 38.1 MSE for LSP
based VT systems

Conversion LSP based

Male to Female 4.8642e–004
Female to Female 4.3574e–004
Female to Male 4.4977e–004
Male to Male 5.1750e–004
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frequencies of source, target and transformed speech and shown in following
Tables 38.2, 38.3.

As per the Tables 38.2 and 38.3 the average pitch of the target speaker (male) is
less than the source speaker (female).Transformed speech signal’s average pitch is
less than pitch of source signal and closed to the average pitch of the target speech
and vice versa, The fundamental frequencies (pitch period) of the women are
higher than the men, as can be observed from Tables 38.2 and 38.3 the target
speech is similar like the transformed speech and it is clearly transformed from
men to women and vice versa.

38.4.3 Subjective Evaluation

To evaluate the overall accuracy of the conversion, a Mean Opinion Score (MOS)
test is carried out for evaluating the similarity between the converted voice and the
target voice to find the performance of LSP based transformation. 5 listeners give
scores between 1 and 5 for measuring the similarity between the output of the two
VT systems and the target speaker’s natural utterances. The results of this average
similarity test are provided in Fig. 38.2. It shows that the proposed algorithm
performs better for intra-gender voice transformation than inter-gender voice
transformation.

38.5 Conclusion

This paper proposed a novel technique using LSP as spectral features and pitch as
glottal features. These features are transformed from source to target using RBF
network. Subjective and objective evaluations are performed on speech quality.
The fundamental frequency range of female speech is higher than male speech is
shown. The inter gender and intra gender speech conversion are also performed.
Objective and subjective analysis shown that LSP Pairs method produce very
convincing output with high quality.

Table 38. 2 Pitch and formants of source, target, male to female transformed speech, 1-Male to
Female

Source signal Target signal Transformed signal
Male Female LSP

Average pitch 216.71 317.56 320.758
First Formant 545.6 659.7 961.888
Second Formant 1826.1 1924.8 2058.4
Third Formant 2797.62 2926 3093.90
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Chapter 39
IPTC Based Ontological Representation
of Educational News RSS Feeds

Shikha Agarwal, Archana Singhal and Punam Bedi

Abstract In order to make online news retrieval more appropriate in respect to
end user, it is necessary to make machines aware of a greater part of the underlying
semantics. Ontology will help to realize this future of web. In this paper, we have
worked upon how to represent Educational News RSS Feeds by using an onto-
logical structure. We are also incorporating International Press Telecommunica-
tion Council (IPTC) standards in our design since IPTC has proposed various
standards for news industry to make the system more interoperable. Our main
objective is to make a structure which can satisfy the specific demands of various
categories of end users of the Educational domain. Designed ontology is then
tested to meet various criteria mentioned in the paper.

Keywords Semantic web � Ontology � News RSS feeds � IPTC � OWL � Protégé

39.1 Introduction

In today’s busy world online news industry needs to represent news in a manner,
using which end user can access specific news of their interest and need. This can be
achieved using semantic web technologies [1]. In this paper, we have presented how
to design ontology for Educational News domain. Motivation is that Education can
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enhance competitiveness of a country in Global economy. We have taken a corpus of
nearly 500 headline news in RSS format from reliable source, for initial analysis. We
are emphasizing on news representation by classifying keywords of the domain into
concepts and sub concepts. For the first level of categorization in ontology, we are
incorporating standards given by IPTC [2]. We have carefully further refined cat-
egories into subcategories and identified their properties. We have implemented our
design with OWL ontology language using Protégé tool. Here, we are giving cri-
teria’s to test the designed ontology as testing the designed structure or knowledge
base makes it logically sound. Testing and Evaluation of the proposed Ontology
shows that most of the educational news can be properly categorized and implicit
knowledge can be mapped to the properties of the concepts. In this paper our focus is
on giving proper semantic structure to educational news.

39.2 Related Works

To represent concepts, properties and relations in news domain, various Ontologies
have been developed. Papyrus [3], Mesh [4], Neptuno [5] all projects are approaches
to develop news domain ontology. In these projects main focus is on the creation and
maintenance of digital achieve of newspaper. In our work, we are focusing on
educational domain, giving proper structure to the news headlines, using Ontology.

It has been noticed that many different approaches are used to design Ontology
[6]. On-To-Knowledge methodology [7] builds an ontology-based tool environ-
ment to improve knowledge management. They used OIL, we recommend OWL.
Ontoedit methodology [8] focuses on three main steps for ontology construction.
These are requirements specification, refinement, and evaluation. We have further
refined the steps. METHONTOLOGY [9], framework enables the construction of
Ontologies at the conceptual level, as opposed to the implementation level. They
describe process to build ontology for centralized ontology based systems. They do
not provide guidance for decentralized ontology development and do not focus on
post development processes. However, most of the approaches found till date are
not able to present proper structure of the educational news. In [10], it is found that
OWL ontology has been developed for basic IPTC news architecture, and linked it
with other multimedia metadata standards. We have further classified the basic
classification given by IPTC to enrich news metadata. Model has been imple-
mented using OWL_DL [11] in Protégé [12].

39.3 Background

Knowledge Representation (KR) and Information retrieval (IR) using taxonomic
structure of Ontology [1] gives more accurate results. To develop Ontology of
Educational News Domain we propose to use OWL [11] as KR language as it is
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W3C recommendation since 2004. To make our Ontology abreast with news
industry standards [2] we further propose to use IPTC NewsCodes [2] standard for
basic first level categorization of concepts.

News agencies supply lots and lots of news reports to news organizations that
deliver news to the general public via print media, broadcast news and more
recently the Internet. Internet news can be represented using formats like RSS [13]
and NewsML [2]. Our aim is to improve knowledge management and IR of online
news.

39.4 Ontology of Educational News

It is observed that in educational news represented by various news sources, it is
not easy to find relevant news according to end users specific needs. For instance,
the search service of the online newspaper Hindustan Times [14], Times of India
[15], IndianExpress.com [16] (with most readers in India), gives search results just
on the basis of keywords, having no semantic relatedness. They lack proper
semantic description of structure of the Educational news. A properly designed
ontology will give better classification and IR results. Thus in this paper we have
emphasized on the proper design of ontology, having semantic relatedness in its
entities. Phases of Ontology design, we adopted are: Planning, Design, Refinement
and Evaluation.

Planning. Determine domain, Scope and intended use: In our work domain is
Educational news headlines and intended use of the ontology is better classifica-
tion of news items of RSS feeds for more precise news retrieval. Scope of the
model is to make it clear that in what type of situations ontology is going to give
required results. End user may enquire about an event held at a university or about
entrance exams to be held at any one or two geographic locations, in specific
period of time.

Source of data: RSS feed educational news items from portal ‘Times of India’.
Analysis: We have analyzed news headlines to identify terms, properties, and

relations. Using our domain knowledge we have made a glossary (enumerated
terminology) of the domain, which is unstructured at this step.

Design. In this phase we first design an abstract conceptual model based on
outcome of phase I. Then we implement the model to give a formal representation.

Conceptual model: Basically this step is about identifying Concepts. In our
model, initial concepts i.e., main categorization is basically based upon standard
IPTC news codes subject codes [2]. We have further refined concepts into sub
concepts, based on thorough study of the domain and analysis of corpus taken.
Few are given in Table 39.1.

We have created three levels in ontology for proper news classification. We
have identified relations among concepts and sub concepts, which will make a
super class-subclass hierarchy (refer Table 39.1). Properties or Attributes can be of
three types [11]: Data Type, Object and Annotation. These attributes fall under two
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categories: Generic and Specific. In Table 39.2 we have explained these points, by
taking some examples.

Formal model: This step is about formalizing above designed model.
Figure 39.1 shows the snapshot of our designed Ontology created in Protégé. Our
ontology contains total 31 Classes, 30 Object properties and 80 Data Type
properties.

Once ontology structure is build next step is to populate it with assertions [11]
in news items. To check the design and integrity of the structure created in
Protégé, reasoners are provided as pug-ins. Reasoner used to check design, shows
no inconsistency in our Ontology.

Refinement. It is advisable to go through all the steps again to further improve
knowledge representation to unearth any improvement if required.

We have experienced that manual classification is expensive and hard to scale.
Moreover, hand crafted rules require expertise which is hard to find. Thus auto-
mated classification will help. We need to create a system to place novel
knowledge into ontology with high Precision and Recall [17]. For automatic
ontology population Natural Language Processing will be required. We will
pre-process feeds. Pre-processed feeds or assertions will be represented as vectors
using normalized TF_IDF [18]. Traditional TF_IDF approaches consider the full
text of news items but in our approach we will consider only the concepts that
appear in knowledge base.

Evaluation. We have evaluated the Ontology based on Generic and Specific
criteria. We have designed Ontology following Tom Gruber’s five principles [19]
(Generic criteria) to ensure knowledge sharing: clarity, coherence, extendibility,
minimal encoding bias and minimal ontological commitment. Specific criteria are
based on predefined domain and scope of work. Evaluation on these criteria shows
that final structure of our designed ontology meets the mentioned domain and
scope.

39.5 Experimental Study

Along with above mentioned testings, we also check that any other news taken for
testing purpose can be properly categorized to one of the categories decided in the
structure. Then it is checked that the inherent information in news can be mapped
to the properties of that category.

Table 39.3 shows proper mapping of information in feeds to the concepts of
Ontology. First column of table shows mapping of inherent news information to

Table 39.1 Identified sub-concepts of some basic IPTC concepts

S. No. Concept Sub concepts Type of relation

1. School Primary, secondary, higher secondary ‘Whole-part’
2. Organization Private, government ‘Is-a’

356 S. Agarwal et al.



T
ab

le
39

.2
Id

en
ti

fi
ed

at
tr

ib
ut

es
in

ne
w

s
fe

ed
it

em
s

S
.N

o.
N

ew
s

he
ad

li
ne

‘t
it

le
’

S
ub

je
ct

(D
om

ai
n)

P
re

di
ca

te
(P

ro
pe

rt
y)

O
bj

ec
t

(R
an

ge
)

G
en

er
al

A
tt

ri
bu

te
(f

ew
)

S
pe

ci
fi

c
A

tt
ri

bu
te

(f
ew

)

1.
‘‘

T
am

il
N

ad
u:

M
B

B
S

se
co

nd
ph

as
e

co
un

se
ll

in
g

fr
om

Ju
ly

28
’’

C
ou

rs
e

M
B

B
S

C
ou

ns
el

-l
in

g
D

at
e

C
at

eg
or

y_
be

lo
ng

s_
to

:u
ni

v,
S

ub
ca

te
go

ry
:

co
ur

se
D

at
e:

19
-j

ul
y-

20
11

S
ou

rc
e:

T
O

I
(A

bo
ve

th
re

e
ar

e
D

at
a

ty
pe

pr
op

er
ti

es
w

it
h

va
lu

es
)

C
ou

ns
el

li
-n

g_
of

(O
bj

ec
t

P
ro

pe
rt

y)
C

ou
rs

e:
M

B
B

S
U

ni
v

N
am

e,
A

dd
re

ss
,

W
eb

si
te

,
V

C

2.
‘‘

L
aw

sa
ys

N
o

to
ra

is
in

g
M

P
s

qu
ot

a
in

K
en

dr
iy

a
V

id
ya

ly
a’

ad
m

is
si

on
’’

S
ch

oo
l

ad
m

is
si

on
C

he
ck

_o
n_

qu
ot

a
Q

uo
ta

C
at

eg
or

y_
be

lo
ng

s_
to

:
S

ch
oo

l
D

at
e:

20
-j

ul
y-

20
11

,
S

ou
rc

e:
T

O
I

C
he

ck
_o

n_
qu

ot
a

(O
bj

ec
t

P
ro

pe
rt

y)
,

S
ch

oo
l

na
m

e,
ge

og
ra

ph
ic

lo
ca

ti
on

.

39 IPTC Based Ontological Representation 357



generic attributes and second column shows the mapping to specific attributes.
Category of RSS feed item is identified from metadata or tag title which are
present in our Ontology. Similarly we have tested our structure by picking some
more news headlines and found successful mappings.

Table 39.3 Mapping values in feeds into concepts and properties of ontology

News feed 1: ‘‘Narayan murthy graces first AU annual convocation’’

Generic attribute: value Specific attribute: Value

Source: ‘‘TOI’’ Sub Category: ‘‘State University’’
Date: 14-July-2011 Univ_name: ‘‘AU’’
Category: ‘‘University’’ Geographic Location=‘‘Allahabad’’

Website: ‘‘www/ddd/…..’’
Event: ‘‘Convocation’’

News feed 2: ‘‘HSC and SSC supplementary exams in Maharashtra from Sept 29’’
Generic attribute: value Specific attribute: Value
Source: ‘‘TOI’’ Sub category: ‘‘Higher secondary school’’
Date: 09-July-2011 Board: ‘‘……’’
Category: ‘‘School’’ Geographic location=’’Maharashtra’’

Website: ‘‘www/xxx/…..’’
Event: ‘‘Examination’’

Fig. 39.1 Snapshot of ontology created in protégé
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39.6 Conclusion and Future Work

Appropriate semantic representation of entities of a domain is of prime
prerequisite for IR. Therefore, in this paper a modest attempt has been made to
design an ontological structure using IPTC standards for Educational News
Headlines.

Proper classification of news items will give more precise and accurate results
to the end user. Thus, we are working on improving the classification of news
items using statistical methods by assigning weights to identified concepts in news
items. Efforts will be made to design a system of representation and retrieval
which can assist the online newspaper industry to meet specific requirements of
end users of the domain.
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Chapter 40
Design of Optimized Modular Multiplier
Using Montgomery Algorithm for RSA
Cryptosystem

Sandip Kakde, Pravin Zode and Pradnya Zode

Abstract Modular multiplication plays a vital role in RSA Cryptography and
Elliptical Curve Cryptography. We have implemented a 256-bit Modular multi-
plier using Montgomery Reduction Algorithm in VHDL. The output of the
Montgomery multiplier is Z = X*Y R-1 mod M. Our main aim is to calculate the
area required for the modular multiplier using Montgomery reduction algorithm. It
is a full-featured circuit including Carry save Adders, shift registers, multiplexers,
parallel registers component and are too big to fit into a single Altera Stratix
Device on the Field Programmable platform, so that we are unable to test them in
real hardware. However, each sub-component was simulated in Model-Sim SE 6.0
and Altera Quartus II 8.0 and proved functionally correct.

Keywords Montgomery algorithm � RSA � Cryptography � Modular arithmetic

40.1 Introduction

Since long era, network security is a very big issue and number of systems and
algorithms are developed in order to secure the data. Advanced Encryption System
(AES), Data Encryption System (DES), RSA, Elliptical Curve Cryptography,
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Digital Signature, Diffie Hellman Key exchange are the main algorithms for the
data security. However RSA (public key encryption algorithm by Rivest, Shamir,
Adelman), Digital Signature, Diffie Hellman key exchange are some examples of
algorithms that use a series of modular multiplications to compute modular mul-
tiplication and exponentiation. In this age of universal electronic connectivity, it is
of utmost importance to store information securely. This led to a heightened
awareness to protect the data from disclosure, to guarantee the authenticity of data
and messages, and to protect systems from network-based attacks. Cryptography
plays a major role in mobile phone communications, sending private emails,
transmitting financial information, security, computer passwords and electronic
commerce digital signature and so on. Modular exponentiation ab mod m, and
implicitly modular multiplication a*c mod m are the operations intensively used,
underlying many cryptographic schemes. Nowadays, more and more reconfigu-
rable hardware devices are used in network applications due to their low cost, high
performance and flexibility. Such applications include extensible network routers,
firewalls and Internet enable sensors, etc. These reconfigurable hardware devices
are usually distributed in a large geographic area and operated over public net-
works, making on-site configuration inconvenient or infeasible.

Therefore, robust security mechanisms for remote control and configuration are
highly needed.

40.2 Mathematical Background

Since large number of bit lengths provides greater security to RSA Cryptography,
computing complexity will be increased. The integers used in number theoretic
cryptographic algorithms are hundreds or thousands of bits long. Thus efficient
implementations of multi-precision integer operations are required. Since multi-
plication and division are more costly operations as far as hardware part is con-
cerned but still are used more frequently than addition and substraction, a lot of
efforts are made to optimize them. In particular there are many studies on modular
multiplication method, for example, Karatsuba Method, Montgomery Method and
Barrett’s Reduction method. The Montgomery modular multiplication algorithm
has been widely implemented in both software and hardware. Compared to the
software implementations, the hardware implementations are faster as a dedicated
datapath is used. However, they are fixed in functions and are not able to respond
to new algorithms. The Montgomery modular multiplication algorithm was
designed to avoid division in modular multiplications. Given two n-bit inputs, X
and Y, this algorithm gives Z = X*Y R-1 mod M, where R equals to 2n and M is
the n-bit modulo. Algorithm 1 shows the Montgomery modular multiplication
algorithm in detail.
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40.2.1 Modular Multiplication

The Montgomery Algorithm [9] is described below. The adders, we constructed
for modular multiplication are using shift-add multiplication algorithm. Let X and
Y are two k-bit positive integers, respectively. Let Xi and Yi are the ith bit of X
and Y, respectively. The algorithm 1 is stated as follows:

Algorithm 1:
Input: X, Y, M, n
Output: Z = X*Y*R-1 mod M
p: = 0;
for i in 0.. n-1 loop
a: = p + x(i)*y;
if (a mod 2) = 0
then p: = a/2;
else
p: = (a + m)/2;
end if;
end loop;
if p[=m
then z: = p-m; else
z: = p; end if;

40.3 Implementation

The carry-save adder (CSA) avoids carry propagation by treating the intermediate
carries as outputs instead of advancing them to the next higher bit position, thus
saving the carries for later propagation. The sum is a (redundant) n-digit carry-save
number, consisting of the two binary numbers S (sum bits) and C (carry bits). A
carry save adder accepts three binary input operands or, alternatively, one binary

Fig. 40.1 Schematic of full
adders
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and one carry-save operand. A carry save adder is an important block which adds
the intermediate results. A carry save adder consists of a ladder of stand alone full
adders and carries out a number of partial additions as shown in Fig. 40.1.

Architecture (Fig. 40.2)
The top level entity indicates only the input and output ports. The description of

the hardware culminates in a top level module named Montgomery Multiplier and
it has five inputs namely input operands X, Y and clock, reset and start. The
outputs are Z and done. For the purpose of our development, we kept the modulo
value M, as constant. Once the architecture was specified, the components of the

Fig. 40.2 Architecture for algorithm 1
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design were described in structural VHDL code style. This approach makes the
performance of the design less dependent on the synthesis features of the VHDL
compiler suite. Only the components containing a finite state machine were
expressed in a mixture of structural and algorithmic description and state machine
encoding was left to the compiler. All the subcomponents are simulated and tested
the functionality by writing test benches for each sub-component.

40.4 Results

The primary objective of this paper is to provide a fair comparison of the efficiency
of architecture for the modular multiplication in hardware. The design statistics
parameter is area that is the number of LUTs (Look Up Tables) utilized for
implementation of the Multiplier. Results of 8-bit Montgomery multiplier on
various logic families are shown in Table 40.1 and the results of 256-bit Mont-
gomery multiplier on Stratix II logic family has been tabulated in Table 40.2. The
area versus bit lengths graph is as shown in Fig. 40.3. The Modular Multiplier
using Montgomery Reduction Algorithm is designed and simulated using
ModelSim.

40.5 Conclusions

In this paper, Modular Multiplier design with the Montgomery’s reduction algo-
rithm has been implemented using VHDL language and simulated by ModelSim
and Altera Quartus II simulators. We have presented a new implementation of

Table 40.1 Results of Montgomery multiplier on various logic families

Montgomery multiplier (bit length = 8)

Family ACEX1 K FLEX10 K Cyclone

Total logic elements 104/576 (18 %) 104/3,744 (3 %) 80/5,980 (1 %)
Total pins 28/66 (42 %) 28/189 (15 %) 28/185 (15 %)
Device EP1K10TC100-1 EPF10K70RC240-4 EP1C6Q240C8

Table 40.2 Results of 256-bits Montgomery multiplier on STRATIX II family

Serial number Family Montgomery multiplier (bit length = 256)
STRATIX II

Device EP2S90F1508C3

1 Area (combinational LUTs) 1808/72768 (2 %)
2 Dedicated logic registers 778/72768 (1 %)
3 Total pins 772/903 (85 %)
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modules which are the cores of many public key cryptography algorithms. Our
multiplier is the improved Montgomery multiplier design with CSA stages and
parallel register. The area required will be less as compared to classical modular
multiplication.
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Chapter 41
Automatic Generation of P2P Botnet
Network Attack Graph

K. Muthumanickam and E. Ilavarasan

Abstract Attack Graph is a useful representation to reflect attack route existing in
network, because it reflects the life path of attack vulnerabilities. As P2P (peer to
peer) roBotNetwork (Botnet) has a unique distributed and coordinated attacking
behavior, it is difficult to detect its traces. In order to detect and mitigate P2P
botnet attack, it is necessary to consider (i) all the hosts in the network as victim of
attackers (ii) network-level information which carries malicious programs and
commands. Traditional attack graph generation techniques generally have limi-
tations such as time complexity, high space requirement and scalability of network
attack graphs. This paper propose an idea to build an efficient botnet detection
system model for automatically generating and analyzing network attack graph for
P2P botnet using host-level and network-level information.

Keywords Attack graph � Attack route � Host analysis � Network analysis � P2P
botnet

41.1 Introduction

A Botnet is an interconnected collection of compromised computers under
remotely controlled by BotMaster. Botnet can be used for many illegal activities
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such as distributed-denial-of-service (DDoS) attacks, mass spam mailings, key-
logging, and compromising computers to prepare them for infection by near future
attacks. The P2P botnet is the one which has unique character as well as distributed
attacking coordinated behavior. So P2P Botnet is a serious threat and difficult to
detect.

Traditionally attack graph is a useful tool for analysis of network security [2]. In
Internet world, attack graphs are manually generated by Red Teams. However,
their works were error-prone and tedious for larger network such as Botnet.
Various approaches have been proposed to automatically generate attack graphs
for analyzing network security [3–8]. Most of previous works on attack graph
generation only encounter scalability problem. But suffer from efficiency and
space requirement [9].

In this article, a method is proposed to automatically generate attack graph for
P2P botnet attack. The organization of this article is as follows. Section 41.2
describes the model for generating network attack graph. Section 41.3 presents the
architecture and algorithm for generating P2P attack graph. Section 41.4 talks
about analysis of the proposed algorithm. Finally, Sect. 41.5 arrives at the
conclusion.

41.2 Model for Attack Graph Generation

The model composed of three parts: Host Vulnerability List, Network Link Path,
and Attack store.

41.2.1 Host Vulnerability List

Host vulnerability list consists of different vulnerabilities that can cause the system
to compromise by the bot. The resultant data from the host analysis is taken since
it monitors the intrusion activity of the node and if the analysis value confirms the
bot activity in the host then this will be given as the input and then the links of the
particular node is calculated.

41.2.2 Network Link Path

Assume the network that consists of many computers is taken as nodes. These
nodes are connected with P2P architecture. The link path will give a list of IP
addresses that is connected with the current node. This also includes the network
analysis report, which specifically identifies the bot infected node in network
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analysis. The link path is also a vulnerability list that is identified in the network so
that it is also given with an ID as shown in Table 41.1.

41.2.3 Attack Store

This is the database that is connected to the attack graph simulator. The attack
store consists of existing attack rules for various attack scenarios. The attack rules
are used to specify the type of an attack that occurred in the system by the
predefined table which is stored in the database. Table 41.1 shows the attack rules
used for graph generation.

The attack rule consists of Rule_Index, Rule_info, Src_criterion, Dest_changes
and sensitivity_value. Rule_Index is the unique number given to each attack which
identifies an attack rule, Rule_info is the description of attack rule, Src_criterion
describes the essential conditions in the attackers’ host which is needed to launch
an attack, Dest_changes represent the effects caused by an attack to the victim and
Sensitivity_value shows the difficulty of an attack.

41.2.3.1 Attack Scenario

We have three different scenarios which are given as input to the attack graph
simulator. They are: (1) Fully Secured—It is also called as the Strict Protection
Mode. This scenario is selected in case where all the hosts in the network are
secured. (2)Partially Secured—This scenario is selected when only few nodes in
the network are secured. Usually this will be default since there will only be few
nodes that are to be very carefully maintained in the network. (3) Singly Secured—
This scenario is selected when one host in the network is most secured. If the
attack occurs in the network then the attack graph simulator will generate the
possible attack path from the infected node to the secured node.

Table 41.1 Attack rules used for graph generation

Rule_Index Rule_info Src_criterion Dest_changes Sensitivity_Value

1 Registry changes Registry keys
and values

Operating system failure 8

2 File system
changes

File system
with .exe
and .dll

Functions of .dll are
modified

5

3 Infector
Comparison

Internet
connection

Transfer of malicious
programs

2

4 P2P node
detection

Network
connection

Irregular data transfer 7
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41.3 Generation of Attack Graph

41.3.1 Architecture of the Graph Simulator

After collecting the information from host and network, it is possible to generate
the attack graph for the network. Architecture of the attack graph simulator is
given in Fig. 41.1. The Vulnerability of the each and every host is collected by the
host analysis part of the architecture. In addition, the link path of the nodes is also
collected from the network analysis part. With these values the attack scenario and
attack store is also given as the input to the attack graph simulator.

41.3.2 Algorithm to Simulate Attack Graph

In order to launch an attack, the botmaster make use of vulnerabilities in victims
and try to attack a host randomly that possesses vulnerabilities in a network.
Success of this attempt will freely enable the attacker to attack another host by
using privileges and resources of the victim. This process continues until attackers
reach their goal.

Based on the information and analysis arrived above, this paper describes a way
to find out all the victims in a network. The working principle of the algorithm is
as follows:

NETWORK

Graph

Simulator

Attack Path

Attack 
Store

Attack
Scenario

Host 
Vulnerability 

List

Network
Link Path

Database

Fig. 41.1 Architecture of attack graph simulator
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(1) Select the scenario type, if it is fully secured then the alert will be produced for
the network if any one of the nodes is attacked. This is attacker’s entry point in
the network and this process continues.

(2) If the scenario selected is partial then the secured computers list are taken and
the compromised computer is matched with the list. If it is matched, the attack
graph will be marked. Else the linked path is obtained for the current node and
then the connected node is compared with the secured list. If matched then the
graph is marked in second iteration and so on.

(3) Third case considers single system that is considered as secured. First it is
compared with the secured node; if it is matched the node is marked in first
iteration of the attack graph in the first branch. Else the linked path is obtained
and the consecutive nodes are compared with the secured system. If it matches
then the graph is marked in second iteration and so on.

Algorithm: Attack-graph_Simulation (Input)
Input: Host Vulnerability List, Network Link path and
Attack store
Output: Attack graph
Get Host analysis report
(1) Select scenario
(2) If (scenario == fully secured)
(3) {any node-[attacked
(4) Anynode.generateattackgraph();}
(5) elseif (scenario ==partial)
(6) {get secured node list;
(7) If (node == secured node list)
(8) {node.generateattackgraph();}
(9) Else
(10) {node.anynode-[attacked?
(11) Anynode.generate.attackgraph()}}
(12) Get secured node
(13) Else
(14) {If (node == secured node)
(15) Alert();
(16) Else
(17) {attackgraph();}}
(18) Function alert()
(19) {node.last.display(attacked);}
(20) Function attackgraph()
(21) {node.registers(secured)
(22) For(i = f.n;i\=lastnode;i ++)
(23) {j = i-[nextnode; (24) If(j == lastnode)
(25) {display.j;
(26) Make an edge from previous & current j values
(27) Alert();}}}
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The nodes in attack graph generated based on the above algorithm are repre-
sented as hosts in network. The attack routes in the attack graph represent the
shortest route from victim (first compromised host) to secured system (attacker’s
target).

41.4 Analysis

Suppose the number of the hosts in the network is n, the number of attack rules in
the attack store is r, and information list for the nodes is l, the time complexity of
the algorithm is n2+nl+r. A queue is maintained to store the nodes generated in the
attack graph. Thus compared to other algorithms, the proposed algorithm has
better time and space complexity. Since n nodes are included in the attack graph,
it additionally solves the scalability problem.

41.5 Conclusion

The previous approaches for attack graph generation generally suffer from sca-
lability, different attack methods, time complexity and high space requirement. As
an alternative, this paper proposes an automatic attack graph simulation model
based on Dijikstra’s algorithm and breadth-first search algorithm. This method
solves P2P botnet detection from global angle which is additionally efficient and
scalable. Although the proposed method is effective to determine P2P botnet
traces, still it has to be improved to overcome problems such as duplicate node
reduction and generating the attack rule store automatically for predicting attack
scenario which are the directions for our future work.
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Chapter 42
Parallelization of Fractal Image
Compression Over CUDA

Shazeb Nawaz Khan and Nadeem Akhtar

Abstract Fractal Image Compression has been a promising scheme to allow for
substantially high compression ratios for image compression. Several algorithms
have been proposed based on this scheme. But the enormous amount of computing
and therefore the long runtime needed to encode the image makes these algorithms
impractical for commercial purposes especially on personal computers. Recently
most of the personal computers & laptops are being shipped in with dedicated
graphic processing units (GPU). In this paper we present an approach to parallelize
the Fractal Encoding Scheme over GPU using CUDA. This makes fractal image
compression feasible for personal computers.

Keywords Fractal image compression � Graphic processor � Parallel computing �
CUDA

42.1 Introduction

Fractal Image compression (FIC) [1, 2] involves finding out self similar patterns in
parts of the input image. Jacquin [3] proposed one such scheme in which the image
is partitioned into square blocks of pixels. The best matching block is found for
each and the corresponding indices are stored as a mapping function. This map-
ping function is later referred to iteratively recover the compressed image. A large
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number of comparisons are needed to find the best matching blocks. To obtain a
high level of detail more number of blocks is needed to be considered. Thus the
number of comparisons needed increases yet more. In FIC the encoding takes far
more time than decoding does. The decoding of compressed image can be done in
real time, but encoding cannot. There have been several efforts [4, 5] to speed up
the encoding time. One dimension to be explored in order to speed up the encoding
process is to parallelize the procedure. An approach towards parallelizing over
OpenMP is discussed in [6]. But with OpenMP we cannot involve a large number
of processing cores on a personal computer. In this paper we present an approach
to parallelize the encoding algorithm over graphic processing units (GPU). GPU
serves better due to decrease in communication overhead, and due to the intrinsic
data parallel nature of the sequential algorithm.

The structure of this paper is as follows. In Sect. 42.2 the sequential encoding
scheme is discussed. Section 42.3 introduces the CUDA programming model. The
parallelization approach and the algorithm used for implementation over CUDA
are introduced in Sect. 42.4. We finally conclude with the results in Sect. 42.5.

42.2 Sequential Algorithm

The Encoding Algorithm [1] for FIC involves the input image to be partitioned
into square blocks (of pixels) of equal size. The input image Xorig is termed as the
Range image. The range image is resized to half along each dimension. The
resized image is termed as Domain image. The blocks in range image and domain
image are referred to as range blocks and domain blocks respectively. The size of
range blocks is equal to the size of domain blocks. The blocks assumed in the
range image are non-overlapping. While the domain blocks are overlapping and
begin one pixel apart. Thus for example an 512 9 512 image will have (512/
n) 9 (512/n) range blocks, the domain image will be 256 9 256 pixels with
(256 – n ? 1) 9 (256 – n ? 1) domain blocks, considering the block size to be n
x n pixels. Each domain block is indexed as (i, j) while each range block is indexed
as (k, l) represented in (row, column) format.

The Algorithm aims at finding the closest matching domain block for every
range block. For a 512 9 512 image, and a block size of 16 9 16 pixels, the range
image has 32 9 32 = 1,024 range blocks and the domain image has
241 9 241 = 58,081 domain blocks. Thus in order to find the best matching
domain block 58,081 block comparisons are needed to be made per range block;
consequently 1,024 9 58,081 comparisons are needed for the entire range image.
Moreover these comparisons are not scalar, they are block comparisons. The
following affine transformation is applied to each domain block to arrive at the
best approximation of each range block

Di;j

� �
¼ aDi;j þ t0 ð42:1Þ

376 S. N. Khan and N. Akhtar



where a = [0,1], a is a real number and t0 2 �255; 255½ �; t0 2 Z:
Each domain block is transformed and compared to each range block Ri,j. The

exact transformation on each domain block that is the determination of a and t0 is
found minimizing

min
X

m;n

Rk;l

� �
m;n
�ðC Dp;q

� �
Þm;n

with respect to a and t0

a ¼ N2
s

X
m;n

Di;j

� �
m;n

Rk;l

� �
m;n
�
X

m;n
Di;j

� �
m;n

� � X
m;n

Rk;l

� �
m;n

� �� �
=

N2
s

X
m;n

Di;j

� �2
m;n

� �
�

X
m;n

Di;j

� �
m;n

� �2
� � ð42:2Þ

t0 ¼
X

m;n
Rk;l

� �
m;n

� �
� a

X
m;n

Di;j

� �
m;n

� �� �
= Nsð Þ ð42:3Þ

where m, n are the block indices, and Ns = size of a block in pixels.
Each transformed domain block C(Di,j) is compared to each range block Rk,l in

order to find the closest domain block to each range block. This comparison is
performed using the following distortion measure

dl2 C Dp;q

� �
;Rk;l

� �
¼
X

m;n
C Dp;q

� �� �
� Rk;l

� �
m;n

� �2
ð42:4Þ

Each distortion is stored and the minimum is chosen. The transformed domain
block which is found to be the best approximation for the current range block is
assigned to that range block, i.e. the coordinates of the domain block along with its
a and t0 are saved into the file describing the transformation. This file containing
the transformation mapping is the representation of the image in compressed form.

C Di;j

� �
best
! Rk;l

The reconstruction process of the original image consists of the applications of
the transformations described in the fractal code book iteratively to some initial
image Xinit until the encoded image is retrieved back. This initial image can be any
image. The obtained image Xn is independent of Xinit. The transformation over the
whole initial image can be described as follows:

X1 ¼ gðXinitÞ
X2 ¼ gðX1Þ
X3 ¼ gðX2Þ

. . . ¼ . . .

Xn ¼ gðXn�1Þ

ð42:5Þ

where g can be expressed as two distinct transformations g ¼ CðXÞWðXÞ:
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C(X) represents the down sampling and low-pass filtering of an image X to
create a domain image e.g. reducing a 512 9 512 image to a 256 9 256 image as
we described previously. W(X) represents the transformations defined by our
mappings from the domain blocks in the domain image to the range blocks in the
range image as recorded in the compressed file. Xn will converge to a good
approximation of Xorig in less than 7 iterations.

42.3 The CUDA Programming Model

NVIDIA introduced the Compute Unified Device Architecture [7] in the year 2006
with the objective to extend the applicability of GPU beyond Graphic domain and
to utilize the parallelism for general purpose computing. CUDA comes with a
software environment that allows programmers to use C/C ++ as a high level
programming language.

The CUDA parallelization model comprises of a Grid. A grid is a 1 (or maybe
2) dimensional array of blocks. A block is further a 1, 2 or 3 dimensional array of
threads. A thread is the basic unit of processing in CUDA. Several threads are
capable of execution in parallel. The blocks are expected to be independent of each
other in execution that means there should be no data dependency between the
blocks in a grid.

Each thread has private local memory. Each thread block has shared memory
visible to all threads of the block and with the same lifetime as the block. All
threads have access to the same global memory. The number of blocks executing
in parallel depends on the actual GPU hardware. On feeble GPUs CUDA uses the
SIMT [8] scheme under which it splits a block into warps of 16 or 32 threads, and
then executes all threads in a warp in parallel (Fig. 42.1).

42.4 The Parallelization Approach

The core sequential algorithm for the Fractal Encoding scheme serves as a good
candidate for parallelization because of the enormous amount of computation
involved in finding the best matching Domain block for each Range block. The C
like representation of the sequential encoding algorithm is presented below:

42.4.1 Sequential Encoding Algorithm

Rn : The number of Range blocks across one dimension
Dn : The number of Domain blocks across one dimension
min: a threshold value initialized high enough, may be ?
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for each Range block (k,l) : 0\= k,l\= Rn
for each Domain block (i,j) : 0\=i,j\= Dn

(a, t0) / getAlpha(i,j,k,l)
match / getMatchMeasure(i,j,k,l)
if(match\min)
{min / match
(p,q) / (i,j)
}
store the mapping (k,l) ? (p,q)x(a, t0) in list

}
}

In this algorithm there are two loops in nested order. The outer loop is for each
Range block. The inner loop is for each Domain block. We pick up each range
block at once and for each range block we try to find the best matching domain
block by iterating throughout all the Domain blocks.

The function getAlpha() computes the affine transformation parameters a and t0
for each domain block with respect to the current range block. Once the parameters
are obtained then the getMatchMeasure() function finds the distortion measure
among the two blocks (range and domain blocks) as the root mean square value of
the difference in the corresponding pixel intensity levels. This process is repeated
for all domain blocks and the indices of the best matched domain block corre-
sponding to each range block are stored in order along with the transformation
parameters as a list. This list serves as the mapping function to regenerate the

Grid

Block

Threads

Blocks

Fig. 42.1 CUDA parallelization model
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original image while decoding. This list is preserved as the compressed form of the
image in a file.

The sequential algorithm shows scope for parallelization at two levels:

1. Parallelism at the level of Range Blocks: Each Range block can be processed in
parallel to find the best matching domain block in an independent manner.

2. Parallelism at intra block level: All pixel values in a block can be processed in
parallel while finding a and t0 coefficients.

However there are data dependencies occurring at two levels:

1. Updating the ‘min’ value for match measure: CUDA is a Concurrent Read
Exclusive Write platform. Therefore explicit measures need be taken to keep
this instruction atomic.

2. Intra Domain level dependency: This dependency occurs inside the ‘get-
MatchMeasure()’ function, where the root mean square error value for all the
pixels is computed.

We consider each range/domain block as corresponding to a block of threads on
the CUDA model. Thus a single thread handles the processing of one pixel value
from the domain block along with the corresponding single pixel value in the
range block.

42.4.2 Parallel Encoding Algorithm

for each Range block (k,l): 0\=k,l\=Rn in parallel
for each Domain block (i,j): 0\=i,j\= Dn

(a, t0) / getAlpha(i,j,k,l)
match / getMatchMeasure(i,j,k,l)
if(match\min)
{min / match
(p,q) / (i,j)
}
store the mapping (k,l) ? (p,q)x(a, t0) in list

}
}

As illustrated in the parallelization scheme introduced here the outer for loop is
executed in parallel. The scheme avoids the first data dependency (discussed
above) by serializing the inner for loop. This makes the blocks independent of each
other as is needed on the CUDA architecture. The second dependency is handled
by using the parallel reduction algorithm. The computations inside the inner for
loop are executed in parallel for each pixel value in a range/domain block, and the
reduction instructions like summation and averaging are done using parallel
reduction [8] in log2(Ns

2) steps.
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The transformation mapping between the Range and Domain blocks along with
a and t0 are stored onto a list and later written into a file, representing the com-
pressed image. The storage of transformation mapping involves three integer
values ‘p’, ‘q’ and ‘t0’ (that is at most 6 bytes) and a floating point value a (that is 6
bytes) amounting to consumption of 12 bytes per range block. The range block
indices may be implied as the sequential ordering of the records hence need not be

Fig. 42.2 Original Lena
image

Fig. 42.3 Decoded image
after compression with
parallel compression
algorithm
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stored explicitly. Thus a 512 9 512 grey scale image requires just
12 9 1,024 = 12 kB (for 1024 range blocks) of memory for storage.

42.5 Results and Conclusion

The illustrated parallel algorithm was coded in C and executed under Mac OS X
Snow Leopard (Darwin) platform running on Intel Core 2 Duo CPU along with an
NVIDIA GeForce 320 m GPU with 6 multiprocessors having 8 cores each (total
48 cores). The sequential algorithm was run on the CPU of same machine. The
image taken is a 512 9 512 grey scale bitmap image. The block size chosen is
16 9 16 pixels i.e. Ns = 16. The average runtime for the sequential algorithm on
CPU was noted to be 1021.5 s, while the average runtime for the parallel algorithm
was noted to be 95 s. The speedup therefore is more than ten times.

The parallelized algorithm involves no amendments in the mathematical
approach towards generation of transformation mapping list, hence the evaluation
and comparison of measures of distortion (SNR) and compression ratio shall be
redundant. This algorithm computes the same transformation mapping as the
sequential version does. The original Lena image and the decoded form of Lena
image compressed with the proposed parallel algorithm are depicted below. The
initial image Xinit taken here is a 512 9 512 image with a central white 256 9 256
square block surrounded by black background region. The algorithm yields a speed
up of more than 10 times with the similar compression performance as was
observed with the sequential version (Figs. 42.2, 42.3).
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Chapter 43
Distributed Shared Files Management

Saurabh Malgaonkar and Sakshi Surve

Abstract Most often file sharing is the common and basic requirement of any
domain. Users can use a system that connects to all the peers in the network to
access the shared files. Files of interest can then be downloaded directly from the
users in the network.

Keywords P2P File Access � Network Sharing � Distributed Shared File System �
Large File Sharing

43.1 Introduction

In a computer system a file is a named object that comes into existence by explicit
creation, is immune to temporary failures in the system and persists until explicitly
destroyed. The two main purposes of using files are as follows:

1. Permanent storage of information.
2. Sharing of information.

Common methods of storage, transmission, and distribution used in file sharing
include manual sharing using removable media, centralized server on computer
networks, World Wide Web-based hyperlinked documents and the use of dis-
tributed peer-to-peer networking. The most common and feasible approach is to

S. Malgaonkar (&) � S. Surve
Thadomal Shahani College of Engineering, Bandra (West), Mumbai 400 050, India
e-mail: saurabhmalgaonkar@gmail.com

S. Surve
e-mail: geetams24@rediffmail.com

V. V. Das (ed.), Proceedings of the Third International Conference on Trends in Information,
Telecommunication and Computing, Lecture Notes in Electrical Engineering 150,
DOI: 10.1007/978-1-4614-3363-7_43, � Springer Science+Business Media New York 2013

383



use peer to peer file sharing for implementing a distributed shared files manage-
ment system. Peer to peer file sharing is economically efficient, when the user
wants to find specific information, searching for the same would require a lot of
human efforts and time. If the upcoming technologies are clubbed with the existing
ones it can help better understand the whole system. Thus extending the idea of
peer to peer in the file sharing environment helps better built the whole system. In
[1] the key features in P2P file transfer are highlighted. In [2] a reliable and simple
P2P file sharing system is described which avoids unnecessary data redundancy
and connectivity issues among peers by maintaining an adapter which optimizes
the working of the entire file sharing system. The disadvantages of a client server
file system which do not scale with respect to the number of users and exhibit a
single point failure are further highlighted in [3] and also insists on the utilization
of a fault tolerance mechanism.

43.1.1 User Interaction Scenario

When a user interacts with the system when joined to a particular network, the user
adds the file entry that needs to be shared among the clients in the network. The
user mentions the category of the file and also adds its description so the other
users are aware about the contents of the file. A user can also search for a parti-
cular file entry from the required parameters (name, category or description) as the
users in a network can share hundreds of file entries and it is impossible to look for
a particular entry manually. Once the user finds the required file entry, the user
with its help can access the file by receiving it from the client who is sharing that
particular file (Fig. 43.1).

43.2 DSFM Design

It is necessary to keep the system in a constant flow and achieve the targeted goals
of the proposed system at the same time. The three most important components of
the system are:

1. Client The client system will allow the clients to share the files that are required
as well as provide an interface that will allow the client to access the files
shared by all the nodes in the system (centralized view of shared files). When a
client joins the network its shared files will be added to the system and when the
client leaves the network all his shared files entries are discarded from the
system. After a client receives the updated shared files list, it can access the file
from the respective clients.

2. Controller The main controller will store the address and shared files infor-
mation of the client peers and will be responsible for distributing them to all the
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clients in the network. Its basic task is just to index the file entries from all
the clients and distribute them accordingly. Also when a client joins or leaves
the network it will update its shared files entries accordingly and inform the
remaining clients. So through the controller we will be able to achieve the

Fig. 43.1 User interaction with the system

Fig. 43.2 Overall system
workflow
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scenario of generating a centralized view of the shared file entries of all the
clients in the network and then presenting this view to all the clients in the
network.

3. Replica Controller The project plans to replicate the main controller so even
when the main controller fails the system does not comes to a standstill, the

Fig. 43.3 General flow chart

386 S. Malgaonkar and S. Surve



operations can be handled from the replica controller whose functionality is
same as that of the primary controller and the system continues to operate in a
continuous flow (Fig. 43.2).

Fig. 43.4 Basic file sharing process

Fig. 43.5 Handling primary
controller failure
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43.2.1 General Basic Functionality

The following diagram denotes the basic interaction among the modules and
functionality of each module. This is the normal scenario highlighted when the
system is working with the primary controller when fully functional (Fig. 43.3).

43.2.2 File Sharing Process

The following diagram illustrates the scenario that enables to achieve the basic file
sharing process among the various clients in the network. It is necessary to initialize
the controller and replica controller first and then the clients can join the network.
The controller only performs the task of indexing all the file entries of all the clients in
the network and the replica controller updates itself regarding this information. Once
the overall shared files list is constructed, the controller distributes it to all the clients
in the network. When a client receives the overall shared files list, it can then establish
a direct P2P connection with the client hosting that particular file and download from
it directly and then access it. The updating of the replica controller will ensure no data
loss when the controller fails and when the clients will connect to the replica con-
troller. So the previous entries will not get lost and the same functionality as that of
the controller will be provided by the replica controller (Fig. 43.4).

43.2.3 Fault Tolerance Scenario

The following diagram illustrates the scenario about how the clients detect the
temporary no response or failure of the primary controller and automatically
redirect to the replica controller and the system successfully stays in operation
without any loss (Fig. 43.5).

43.3 Implementation

The overall networking framework is designed and being developed for the project
utilizing the open source NETTY networking library [4] support provided by JDK
1.6 [5] network application development kit and a reliable mySQL database

Fig. 43.6 Overall shared files interface
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support provided by the WAMP [6] server application. The whole system has been
successfully deployed and tested on an actual network. Five nodes were required
on which controller, replica controller, database server and two clients were
installed and made to run.

43.3.1 Centralized View of Files

The clients have shared their file entries but they receive such centralized view of
shared file entries (Fig. 43.6).

43.3.2 File Entry Search

A new file entry was added by one of the client whose entry was searched using
the category criteria and that particular entry was successfully retrieved and
accessed by the other client (Fig. 43.7).

43.3.3 P2P File Transfer

One client in the network has successfully received the shared files of the other
client. One file sharing scenario was tested when the main controller was opera-
tional and the other when the replica controller was operational (Fig. 43.8).

Fig. 43.7 Search results retrieved by a client

Fig. 43.8 P2P file transfer
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Chapter 44
Trusted Computing Architecture
for Wi-Fi Protected Access 2 (WPA2)
Optimization

Swati Sukhija and Shilpi Gupta

Abstract The Wi-Fi Protected Access 2 (WPA2) is the most secured and rec-
ommended protocol for wireless networks today. WPA2 addressed the vulnera-
bilities of previous protocols wired equivalent privacy (WEP) and Wi-Fi protected
access (WPA). WPA2 implemented block cipher AES to provide stronger
encryption but it is still vulnerable to various attacks due to transmission of
unencrypted management and control frames and group key sharing among peers
connected to wireless network. With the rapid popularity of wireless networks,
secure transmission of data is extremely essential. The solution for WPA2 short-
comings has been proposed and implemented in this paper and thus, provides
protection to wireless networks from several attacks.

Keywords Advanced encryption standard (AES) � Extensible authentication
protocol (EAP) � Robust security network (RSN) � Wi-Fi protected access 2
(WPA2)

44.1 Introduction

Solutions for WPA2 vulnerabilities have been discussed in this paper by incor-
porating trusted computing in order to provide security for wireless networks.
Trusted computing aims at addressing the workstation security issues by some
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software amendments and thus, establishing a trust relationship between clients
connected to network. Trusted computing enables binding of data to applications,
users and workstations [1].

44.2 Wi-Fi Protected Access 2 (WPA2)/IEEE 802.11i

IEEE 802.11i was proposed in 2004 as solution for IEEE 802.11 and was com-
pletely implemented by Wi-Fi Protected Access 2 (WPA2) thus, providing
enhancement over Wi-Fi Protected Access (WPA). Counter mode with Cipher
Block Chaining Message Authentication Code Protocol (CCMP) was introduced in
WPA2 to provide data encryption with Advanced Encryption Standard (AES)
block cipher. The encryption standard Temporal Key Integrity Protocol (TKIP) is
also available for legacy WPA supported devices. WPA2 suffers from various
vulnerabilities which are as follows.

44.2.1 Unencrypted Control Frames

Control frames are unencrypted and are thus, prone to Denial of Service (DoS)
attacks [2]. Control frames aid in data frames delivery and used for acknowl-
edgement of received data and acquisition of channel. Various control frames are
Request to Send (RTS), Clear to Send (CTS), Acknowledgement and Power Save
Poll [3].

44.2.2 Unencrypted Management Frames

Management frames are unencrypted, thus providing the attacker the means to
analyze network layout leading to possibility of a DoS attack [2]. These frames aid
in initial communication establishment between access point and client stations,
thus providing authentication and association services [3, 4].

44.2.3 Hole 196 Vulnerability

WPA2 is prone to the Hole 196 vulnerability. Group Temporal Key (GTK)
exchange/distribution occurs during 4-way handshake or group key handshake
process. GTK is shared among client stations associated with the authenticator.
Thus, an authorized user can sniff and decrypt data of other authorized users and
may install malware and compromise other user’s devices [5], [6]. A malicious
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authorized user can spoof authenticator’s MAC address and transmit GTK
encrypted packets to launch ARP poisoning attack [2].

44.3 Proposed Solution to WPA2 Vulnerabilities

An encryption algorithm based on stream cipher which can be extended to
unencrypted control and management frames in wireless network has been pro-
posed in this paper. Pseudorandom keystream and substitution box (S-box) values
are evaluated and XOR operation is then applied on subsequent values to generate
cipher text in the proposed algorithm. The steps for encryption algorithm are as
follows.

44.3.1 Calculate Passkey Numeral for Encryption

• Random number is generated between 1,024 and 999,999.
• Length of number is calculated.
• Sum of ASCII value of digits in number are calculated.

Thus, Passkey numeral = Numeral length ? Sum of ASCII value of digits.

44.3.2 Calculate a0, a1, a2 and a3 Parameters

• a0 = Sum of digits at even positions of passkey numeral
• a1 = Sum of digits at odd positions of passkey numeral
• a2 = Product of digits of passkey numeral
• a3 = (Passkey numeral) mod (256)

44.3.3 Calculate b0, b1, b2 and b3 Parameters

In order to compute b0, b1, b2 and b3 values, encryption parameters EP1, EP2,
EP3 and EP4 are required which are computed using Table 44.1:

b0 ¼ EP1 0½ � þ EP2 0½ � þ EP3 0½ � þ EP4 0½ � ð1Þ

b1 ¼ EP1 1½ � þ EP2 1½ � þ EP3 1½ � þ EP4 1½ � ð2Þ

b2 ¼ EP1 2½ � þ EP2 2½ � þ EP3 2½ � þ EP4 2½ � ð3Þ
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b3 ¼ EP1 3½ � þ EP2 3½ � þ EP3 3½ � þ EP4 3½ � ð4Þ

44.3.4 Calculate c0, c1, c2 and c3 Parameters

c0 ¼ EP1 b2½ � XOR EP2 b2½ �ð Þ � a0ð Þ þ b2 ð5Þ

c1 ¼ EP1 b1½ � XOR EP3 b1½ �ð Þ � a1ð Þ þ b1 ð6Þ

c2 ¼ EP1 b0½ � XOR EP4 b0½ �ð Þ � a2ð Þ þ b0 ð7Þ

c3 ¼ EP2 b3½ � XOR EP3 b3½ �ð Þ � a3ð Þ þ b3 ð8Þ

44.3.5 Calculate Substitution box (S-box) Values

The calculated substitution box (S-box) values are shown in Table 44.2

44.3.6 Calculate Message Parameter

Message parameter = Passkey numeral (obtained in step 3.1) ? Randomly gen-
erated key between 1,024 and 9,999 ? Average of a0, a1, a2 and a3 parameters
(obtained in step 3.2) ? Average of b0, b1, b2 and b3 parameters (obtained in step
3.3) ? Average of c0, c1, c2 and c3 parameters (obtained in step 3.4).

44.3.7 Message Encryption

• Reverse the plaintext to be encrypted to obtain Partial Message Encryption 1
(PME1).

Table 44.1 Encryption parameters

EP1 parameter EP2 parameter EP3 parameter EP4 parameter

0 a0 XOR a1 EP1 ? 15 a2 XOR a3 EP3 ? 55
1 a0 XOR a2 EP1 ? 25 a1 XOR a3 EP3 ? 65
2 a0 XOR a3 EP1 ? 35 a1 XOR a2 EP3 ? 75
3 a2 XOR a3 EP1 ? 45 a1 XOR a3 EP3 ? 85
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• Perform PME1 XOR S-box [Row-index, Column-index] (obtained in step 3.5)
operation to obtain Partial Message Encryption 2 (PME2) where, 0 B Row-
index B 3 and 0 B Column-index B 3.

• Perform PME2 XOR Message parameter (obtained in step 3.6) operation to
compute Partial Message Encryption 3 (PME3).

• Reverse hex encoded value of PME3 to compute Partial Message Encryption 4
(PME4) which is the resultant encrypted text.

The process of message decryption is identical as the above encryption process.
The above algorithm is based on trusted computing where trust relationship is
established between a pair of communicating devices. The passkey numeral used
for encryption is being generated randomly in the first step of encryption algo-
rithm. This algorithm has been implemented at application level of OSI model
under the WPA2 umbrella (Fig. 44.1).

Table 44.2 S-box values

0 1 2 3

0 (EP1[b0] XOR c0) *
c0

(EP1[b1] XOR c1) *
c0

(EP1[b2] XOR c2) *
c0

(EP1[b3] XOR c3) *
c0

1 (EP2[b0] XOR c0) *
c1

(EP2[b1] XOR c1) *
c1

(EP2[b2] XOR c2) *
c1

(EP2[b3] XOR c3) *
c1

2 (EP3[b0] XOR c0) *
c2

(EP3[b1] XOR c1) *
c2

(EP3[b2] XOR c2) *
c2

(EP3[b3] XOR c3) *
c2

3 (EP4[b0] XOR c0) *
c3

(EP4[b1] XOR c1) *
c3

(EP4[b2] XOR c2) *
c3

(EP4[b3] XOR c3) *
c3

Fig. 44.1 Encryption process
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Identical GTK is shared among all peers connected to the network in WPA2
thus, leading to Hole 196 vulnerability. In order to address the above issue,
authenticator can assign random and unique GTK to every peer in network [6].
Thus, in the proposed solution a trust signature is generated for devices which have
the above algorithm implemented. The access point then generates a unique GTK
to these devices on the basis of trust signature as depicted in Fig. 44.2. Thus,
during a multicast or broadcast communication, sender device sends encrypted text
using its key to access point. The access point then transmits the encrypted text
along with the sender station’s GTK to the recipient stations. The recipient stations
then decrypt the text at their end using this GTK. At the end of the session, a new
GTK is assigned to the sender station. The Hole 196 vulnerability has been
overcome in this procedure as each peer connected to network is unaware about
GTK of rest of the peers.

44.4 Algorithm Efficiency Experimental Results

The algorithm efficiency has been measured on the basis of memory requirements
during the encryption and decryption process. The algorithm has been imple-
mented in Java with JDK version 1.7.0 under Windows 7 Professional 64-bit on
Intel

�
CoreTM i5- CPU 2.50 GHz and 8 GB RAM. The used heap size for

encryption/decryption process was 180.72 MB and available heap size was
340.68 MB using Netbeans profiler. The above implemented algorithm has been
integrated with a mobile emulator as depicted in Fig. 44.3. Sun Java Wireless
toolkit has been used for developing the application thus, enabling it to run on
wireless devices.

Fig. 44.2 Unique GTK assigned to clients by access point
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44.5 Conclusion

This paper presents optimizations for WPA2 by incorporating the concept of
trusted computing. WPA2 is prone to several attacks due to its vulnerabilities of
unprotected control and management frames and sharing of GTK among the peers.
Thus, the proposed solution addresses the WPA2 susceptibility and thereby, pro-
vides secured transmission of data over wireless networks.
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Chapter 45
Parallel Pseudo-Exhaustive and Low
Power Delay Testing of VLSI Systems

Deepa Jose and P. Nirmal Kumar

Abstract The aim of the paper is to conduct parallel delay testing of modules with
different input capacities in a SOC, using mutual BIST pattern generator; espe-
cially iterative system realisations well suited for VLSI fabrication technologies.
The quality of timing optimised and high performance digital VLSI systems is
assured only through delay testing. A unique accumulator based Iterative Pseudo-
Exhaustive Two-Pattern (IPET) generator for parallel delay BIST is presented.
Generally, the accumulator belongs to the data-path of the SOC. Hence, IPET test
can be generated using micro-code self-test strategy. Reduced hardware overhead
due to accumulator based design and test time due to parallelism is found to be
beneficial. A CMOS implementation of Low Power Architecture for delay testing
is carried out, which reduces test power and test time. These architectures can be
used as efficient chip-level designs for high speed and low power BIST of SOCs.

Keywords Delay testing � Parallel BIST � Low power � Digital VLSI � Pseudo-
exhaustive test
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45.1 Introduction

The advent of nanotechnology has massively increased the density and operating
frequency of the SOC. Iterative system realisations, which consist of intercon-
nected modules, currently gain more importance in the modern high-speed digital
systems. Iterative systems are well suited for VLSI fabrication technologies and
offer advantages like ease of bypassing faulty cells, high flexibility in design,
function and performance, and its close resemblance with Field Programmable
Gate Array (FPGA).

Pseudo-Exhaustive testing of repetitive structures like Multipliers, Adders, FFT
processors, Bit-sliced microprocessors, Iterative Logic Arrays (ILAs), Digital
Signal Processing systems, Data-path architectures and Embedded Memories
require special set of test patterns in the BIST environment. For such complex
VLSI circuits with large number of inputs (n), exhaustive testing requires 2n test
patterns and the test time increases exponentially with n. For a (n,m,k)-CUT with
n-inputs, m-outputs and cone-size k, the Pseudo-exhaustive testing approach
involves applying exhaustive test to the m-output cones. In such cases Pseudo-
exhaustive testing objectives can be formulated so that the entire n-bit space will
be exhaustively covered, if for all n-k ? 1 contiguous k-bit subspaces, each of the
2k patterns occur at least once [1, 2]. This modified scheme is called as Recursive
Pseudo-Exhaustive (RPE) testing. Common failure mechanisms that appear in
high speed digital CMOS VLSI circuits like gate oxide shorts, bridging lines,
trapped carriers in the gate oxide, electromagnetic interference cannot be modelled
as stuck-at faults but only as delay faults. For delay faults, detection of CMOS
stuck-open faults and transition faults Two-pattern test is required. Delay testing
involves checking for accurate temporal behaviour of circuits.

45.2 Proposed Work and Problem Approach

In most of the discussed methods for BIST, very few efficient testing schemes for
parallel testing of modules with different cone sizes, on a VLSI chip with delay
testing capability using the same BIST pattern generator, are proposed. If parallel
testing is made possible, using the same BIST pattern generator the test time and
cost can be considerably reduced [3]. Accumulator based Recursive Pseudo-
Exhaustive Two-pattern schemes is a solution to this problem. Most of the Pseudo-
Exhaustive One-pattern generators discussed earlier need exclusive hardware.
Nevertheless these methods have drawbacks like increased area overhead, per-
formance degradation and dynamic power due to large number of switching
transitions of the test patterns entering the CUT. Accumulator based Recursive
Pseudo-Exhaustive One-pattern generators have been hardly proposed. Moreover,
no scheme for accumulator based Recursive Pseudo-Exhaustive Two-pattern test
generation exists except for [3]. Hence, a unique accumulator based Iterative
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Pseudo-Exhaustive Two-Pattern (IPET) test generator for parallel delay testing is
implemented. This leads to lesser hardware overhead and at-speed testing. Gen-
erally, the accumulator belongs to the data-path, hence the IPET test can be
generated using micro-code self-test strategy, thereby no hardware overhead.
A CMOS implementation of a Low Power Architecture (LPA) for delay testing as
well as combinational fault testing for BIST is implemented [4].

45.3 Iterative Pseudo-Exhaustive Two-Pattern Generator

The IPET generator shown in Fig. 45.1, is a module with n-inputs E[n:1] and n-
outputs A[n:1]. The circuit can generate a Two-Pattern (n,k)- Pseudo-Exhaustive
test at the accumulators output for any value of k, (1 B k Bn) [3]. At a time, only
one E[k] signal is enabled. Depending on the values of E[k], the n-stage selective
counter and accumulator are reconfigured to work as sub-stage counters and sub-
stage accumulators respectively. The increment value of selective counter is
unique for different values of E[k]. This architecture generates either One-pattern
exhaustive test, when E[1] is enabled, or One-pattern(n,k) -Pseudo-Exhaustive test,
when E[k ? 1] is enabled. The n-stage generic accumulator belonging to the data-
path architecture continuously accumulates the output from selective counter. The
carry generator module in Fig. 45.1 is designed to implement modulo division.
The input of carry generator circuit is obtained from the E[k] signals and the carry
outputs of the n-stage generic accumulator. When E[k] is enabled, the corre-
sponding cout[k] signal of the n-stage accumulator is passed as carry input(cin) to
the accumulator. The carry input of each sub-accumulator is driven by the carry
output of the preceding sub-accumulator. By repeatedly enabling E[k] for all
values of k,2 B kBn, we can generate (n,k)- IPET test patterns for all k B n. The
E[k] signal can be iterated to generate the IPET test by adding a y = [log2n] stage
counter to drive the inputs of a y:n decoder.

45.3.1 Program Code Self-Test Strategy for IPET Test

A Two-pattern test algorithm proposed in [5] is applied to IPET architecture via a
control module to generate IPET test. The algorithm was proved to generate all n-
bit Two-Pattern tests within 2k92(k-1) ? 1 clock cycles. The algorithm consists of
three steps: (a) Generation of n-bit S-CIRCLE (2n-3), (b) Generation of n-bit
CIRCLE (2n-2), (c) Generation of Zero-Transitions, where, ‘n’ is the input size.

STEP(i)—Generates patterns originating from number A and takes ‘i’ jumps to
reach number B.

CIRCLE(i)—Generates patterns originating from number A and performs
consecutive Steps(i) until returning to number A.
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SEQUENCE(k)—Starts from number A and generates consecutive Steps(i)
such that i = 1,2,3….k.

S-CIRCLE(i)—Generates consecutive SEQUENCE(i) till it reaches number A
again.

S-CIRCLE changes its step value for each jump.
The control module detects specific states of the selective counter and the generic

accumulator. Based on these states, the control module generates the required control
signals to control the IPET generator to ensure generation of (n,k)-IPET test. The
accumulator based Two-pattern test algorithm is implemented using C-program.
This code is modified to obtain the IPET test. A modified assembly code using
minimum instruction set for implementing the IPET algorithm has been executed
using 8051 microcontroller within 0.1425 ns.This code calculates the appropriate
increment value of the selective counter and mathematical manipulations are done
using modulo division operation to generate the IPET test. A part of the IPET results
are shown in Table 45.1. If the accumulator belongs to the data path of the processor,
the IPET test can be generated with accurate results using program code stored in
memory, thereby replacing the hardware overhead. The mathematically formulated
methods in the code are transposed to the IPET architecture.

45.4 Low Power Architecture for Scan Based Delay Testing

Generally, SOC consists of register chains. In such conditions, the register chains
can be utilised as scan-chains for delay testing. Unlike the conventional scan cells,
the proposed architecture shown in Fig. 45.2 allows the application of arbitrary

Fig. 45.1 Iterative pseudo-exhaustive two-pattern generator based on data-path architecture
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vector pairs to the CUT in two consecutive clocks, resulting in testing of delay
faults. The Low Power Architecture (LPA) in Fig. 45.2 is implemented. The LPA
reduces the number of switching transitions ‘f’ from propagating into the CUT
subsequently reducing the dynamic power. This is done by modifying the scan
chain using a separate C-chain of flip-flops and a trigger logic consisting of array
of XOR gates and AND gates [4].

Assume that the test generated for a delay fault includes the vector pair (P1,
P2), To obtain a 5- bit test vector (n-bit pattern) P1 from previous test vector P2 in
the D-flip-flops of the D-register chain, the reformatted difference data between P1
and P2 is fed as a serial input (CI) to the C-chain. This shift mode requires five
clock cycles (n-clock cycles) and the upload mode requires only one clock pulse.
The C-chain outputs are fed to the AND–XOR array. If the changes in data are
detected, the output of the XOR gate will be high. This output is fed to a two input
AND gate with Enable signal which generates the Clock enable signal for the
D-flip-flops of the D-register chain. If data change is detected, the clock of only the
corresponding flip-flops is enabled, inverting the values in these enabled flip-flops
alone. The Enable signal for the upload mode is made high after 5-clock cycles

Table 45.1 A part of (6,2) iterative pseudo exhaustive two-pattern test results

Output(n = 6, k = 2) Count Output Count Output Count

(11) (11) (11) 1 (010)(010) 11 (010)(010) 35
(01) (01) (01) 2 (011)(011) 12 (111)(111) 36
(10) (10) (10) 3 (101)(101) 13 (110)(110) 37
(11) (11) (11) 4 (001)(001) 14 (101)(101) 38
(10) (10) (10) 5 (101)(101) 15 (100)(100) 39
(01) (01) (01) 6 (001)(001) 16 (001)(001) 40
(11) (11) (11) 7 (100)(100) 17 (010)(010) 41
(00) (00) (00) 8 (110)(110) 18 (001)(001) 42
(01) (01) (01) 9 (010)(010) 19 (111)(111) 43

CI C1 C2 C3 C4 CO

Fig. 45.2 LPA output is applied to the CUT and CUTs output is applied to signature analyzer
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(n-clock cycles). After the shift operation, in the consecutive clock edge, the test
vector P1 is changed to test vector P2. Retaining data causes reduced number of
transitions at the D-register outputs, which are the inputs of the CUT. This will
reduce the number of transitions during shift operations from propagating into the
CUT resulting in reduction in dynamic power.

As the Enable signal can be generated internally, no additional pin is required.
This signal can be easily generated through a pulse after receiving n-clock cycles.
The same SELECT signal in conventional scan chains can be used to determine
the Test and Normal select mode signal of the multiplexer [4]. In the normal mode,
the circuit does the normal operation. Therefore, the proposed LPA requires no
additional test pin compared to conventional scan structures. The proposed Low
Power Architecture does not increase the delay during normal operation when
testing for delay faults. The generated test vectors are applied to s27 benchmark
circuit and the output of CUT is applied to a signature analyser. From the gen-
erated signature, any stuck-at-faults in the CUT can be identified. This architecture
generates Two-Pattern test for delay testing as successive patterns appear in
consecutive clocks at the input of the CUT.

PDynamic ¼ fCV2
cc ð1Þ

The power, time and fault coverage obtained for this modified BIST architec-
ture is compared with the normal LFSR based BIST in Table 45.2. The results
indicate that even with the scan chain architecture, the dynamic power during
testing process is minimised due to the modification in the scan chain. The dis-
advantage of the LPA is the increased area-overhead due to the AND–XOR logic.
Built-in data registers of SOC can be configured to work in test mode for the LPA
to reduce the hardware overhead. The circuit level CMOS implementation of LPA
is executed in 0.25 lm tech and signal waveforms and power results obtained
(Figs. 45.2, 45.3).

Table 45.2 Power and frequency comparisons obtained

Parameters Normal BIST LPA BIST

Test power 3865 mW 2994 mW
Test speed 139 MHz 327 MHz

Fig. 45.3 Power results
obtained for CMOS
implementation of low power
architecture
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45.5 Conclusion

By generating the IPET patterns, this paper reiterates the fact that accumulator
based Recursive Pseudo-Exhaustive Two-pattern test generation schemes for
parallel BIST, are superior to all other existing methods as far as hardware
overhead and delay testing is concerned. Also test time is reduced due to paral-
lelism. If the accumulator belongs to the data path of the processor, the IPET test
patterns can be generated using micro-code self-test strategy, thereby no hardware
overhead. The results from the implementation of Low Power Architecture for
delay testing as well as combinational testing prove its improved performance in
terms of test-time and test-power compared to LFSR based BIST. At the core-
level, these architectures can be used for different high speed and low power BIST
strategies in VLSI systems.
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Chapter 46
An Algorithm for Traffic Analysis
Using RFID Technology

RamaKrishna Kothamasu, Rajesh Madugula and Priti Kumari

Abstract In this paper, we presented a method for analyzing traffic on roads by
using recent sophisticated technology, Radio Frequency Identification (RFID). First,
we gave a brief look at what is RF technology and how to setup readers on roadside
for reading the tags. Initially each vehicle is tagged and when it is passed through the
RF reader range, the tag data is read by reader. We proposed Traffic Analysis
algorithm works at centralized system based on all reader’s data. Algorithm itself had
three modules. First module for reading data, second module is about analyzing traffic
at a particular reader and third module is for analyzing traffic in between readers.

Keywords Radio frequency identification (RFID) � RFID tag or transporter � RF
reader � Traffic analysis algorithm � Traffic analysis at reader � Traffic analysis in
between readers � RF middleware

46.1 Introduction

RFID technology research started at MIT. It is not complete replacement for
current existing barcode systems but with its special advantages, it is ahead of
cutting edge of all other automatic reading technologies (Barcode technology,
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Contact memory buttons etc.) [1–3]. Briefly RF technology contains two modules,
first module is, reading data from RF tags through antennas by using Radio fre-
quency and it is done by the coupling between tag and antenna. RF tag can be
either Active tag or Passive tag [4]. Active tag contains itself a battery to run the
tag and, it can operate up to kilometers and it gives good Return on Investment
(ROI) [5, 6] if we use in product manufacturing units as well as these are
expensive. Passive tags are very cheap and these operate by taking antenna radio
frequency signal. Second module is sending data to centralized host or particular
host, for this, we have RF middleware.

46.1.1 Traffic Analysis Using RF Technology

Now every country benefitting from RF technology, one of them is Automatic Toll
Billing system. In this human intervention is not needed, when RF tagged vehicle is
reached, Toll gate it automatically charges according to vehicle type. Almost all
vehicles in developed countries are RF tag enabled, If not so, we assumed all
vehicles are RF tagged. From the Fig. 46.1, RF antennas broadcasting the signals to
read RF tagged vehicles are placed on road side and are connected to RF readers. The
computer works on Traffic Analysis algorithm based on RF readers data and gives
the traffic analyzed results to WebBrowser or PDA or to a dedicated Monitor. Before
placing the antennas, we need to find ambient electromagnetic noise (AEN) by
conducting full faraday cycle analysis. Because if we operate RFID with unlicensed
band it may interfere with other devices, which are, operate in same frequency.

Perfect coupling [7] is needed while reading the RF, if we place tag on windshield
it gives better read results instead of placing on oil tank. We had better not placing tag
on oil tank and not tagging the tankers vehicle because RF waves behave differently
with liquids and metals. By using the Traffic Analysis algorithm, the computer
analyses at what reader traffic existed and checking in between readers as well.

46.1.2 Traffic Analysis Algorithm

1 (a, b, NoOfReaders) {
1 /*module 1*/
1. CT: = CurrentTime();
2. for i : = 0 to NoOfReaders step i ++ do {
3. for j : = 0 to 30 step j ++ do {//Taking values up to 30 min
4. for k : = 0 to n step k ++ do {
5. a[i][j][k] : = ReadEPC();
6. b[i][j][k] : = RFTagSpeed();
7. NoOfTags ++;}
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8. C[i][j] = NoOfTags;}}
/*module 2*/

9. for i : = 0 to NoOfReaders step i ++ do {
10. for j : = 0 to 30 step j ++do {
11. if (((min(c[i][j],c[i][++j])/max

(c[i][j],c[i][++j])*100)[75) {
12. if (c[i][j]\c[i][++j]) {/*Line 12-17 doesn’t carry

significant role but while
13. x : = max (c[i][j],c[i][++j]); developing as a program-

ming code it plays vital role*/
14. y : = min(c[i][j],c[i][++j]);}
15. else {
16. x : = min (c[i][j],c[i][++j]);
17. y : = max(c[i][j],c[i][++j]);}
18. for l : = 0 to x step l ++ do {
19. for k : = 0 to k\y step k ++ do {
20. if(a[i][j][k] ==a[i][++j][l])
21. hit ++;}}
22. Value1 : = hit/min(c[i][j],c[i][++j])*100;
23. if Value1[75 then
24. print ‘‘traffic from the moment CT + j to CT ++j at the

reader i’’;}}}
/*module 3*/

25. for i : = 0 to NoOfReaders step i ++ do {
26. for k : = 0 to 30 step k ++ do {
27. for j : = 0 to 30 step j ++ do {

Fig. 46.1 Traffic analysis using RF technology
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28. if (((min(c[i][k],c[++i][j])/
max(c[i][k],c[++i][j])*100)[70) {

29. if (c[i][k]\c[++i][j]) {
30. x = max(c[i][k],c[++i][j]);
31. y = min(c[i][k],c[++i][j]);}
32. else {
33. x = min(c[i][k],c[++i][j]);
34. y = max(c[i][k],c[++i][j]);}
35. for p : = 0 to x step p ++ do {
36. for m : = 0 to y step m ++ do {
37. if (a[i][k][m] = = a[++i][j][p]) {/*Line 37, Comparing

all ReadEPC of current reader
38. hit ++;
39. with all ReadEPC of next reader*/
40. temp1 = temp1 + b[i][j][m];
41. temp2 = temp2 + b[i][j][m];}}}
42. if (((hit/min(c[i][k],c[++i][j]))*100)[80) {
43. val = ((temp1/hit) -- (temp2/hit));/*avg difference

from current reader to next reader*/
44. if val[0 thenprint ‘‘each vehicle Average speed

increased by valfrom reader i to ++i ‘‘;
45. elseprint ‘‘Average speed of each vehicle decreased by

valfrom reader i to ++i ‘‘;}}}}}

Module 1: All the readers read all the tags and their Tag Speed [8] which are
passed through their range based on Anti-Collision protocol [9], in algorithm we
assigned each EPC (Electronic License plate) and their respective speed of the tag
are assigned to 3D arrays(In program code from line 1 to line 8).

Module 2: From Fig. 46.1, we analyzed the traffic at a RF Reader 1, read the
tags for every minute. Analyzing purpose, we took following tabulated values for
Reader 1. From line 1, we assumed current time is 9:45.

Analyzing traffic from 9:45 to 9:46, From Line 11, we compared No of Reads
(total no of vehicles) at 9:45 and at 9:46. Instead of comparing each ReadEPC, first
we compared Total Reads to minimize the computation at computer as shown in
the Fig. 46.1. It was 13/15 = 86.66 %.Further we comparedeach TagEPC at time
9:45 with each TagEPC at time 9:46 by Reader 1, it is 11/13 = 84 %.(Line 18 to
Line 21 compares each ReadEPC if Line 20 is true it increments hit value by 1).
From the Fig. 46.1, Reader 1 covers the distance of 100 m. Speed = 100 m/
60 s1.667 m/s?6.0012 kmph * 6 kmph, means 11 vehicles are moving not
more than 6 kmph at the Reeder1from time 9:45 to 9:46, it means traffic is existed
at this time.From Line 18 to Line 24, print the traffic results if there are75 % of
same vehicles from current minute to next minute at the same reader. So from
Table 46.1 we can conclude the following results.

From Time 9:46 to Time 9:47, It is 8(matched ReadEPC (Line 22))/10(min (10,
13)) ?80 %. Therefore, we can say traffic is existed at this time (line 24). From
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Time 9:47 to Time 9:48, It is 3 (matched ReadEPC)/10(min (10, 12)) ?80 %.
Therefore, it did not execute the line 23 and line 24. So finally, we concluded that,
there is traffic from 9:45 to 9:47and no traffic from 9:47 to 9:48. For the sake of
understanding, we took up to 4 min only. For getting better results, you can
takehours of values. In this way we can find the traffic with in antennas range of all
Readers. It very difficult to cover entire city with antennas, for this we developed
module 3 to know traffic from one reader to next reader.

Module 3: Here we are analyzed the traffic by using data from RF Reader 1 and
RF Reader 2 (From Fig. 46.1). Let us say Reader 2 had the Table 46.2 values.

We applied module 1 on Table 46.2 values, it was given ‘‘No traffic from 10:15
to 10:18’’.By comparing Table 46.1 values with Table 46.2 values, from Line 28,
and first it compares the no of vehicles after that comparing each ReadEPCof
vehicles. Comparing Table 46.1 first column with Table 46.2 first column, it is 15/
15? 100 %, so we can compare ReadEPC of both columns (Line 35 to Line 40:
line 38 got 12 matched tags). Average of TagSpeed of Reader 1 of matched tags
(12 tags) is (9 ? 11 ? 8+4 ? 12 ? 5+11 ? 5+3 ? 7+13 ? 8)/12? 8 kmph and
average of TagSpeed of Reader 2 of matched tags (12 tags) is

(19 ? 11 ? 28 ? 34 ? 12 ? 15 ? 21 ? 25 ? 20 ? 17 ? 13 ? 18)/12?
20 kmph. Traffic decreased as we moved from Reader 1 to Reader2 and average
of each vehicle’s speed increased from 8 to 20 kmph. From Line 37, if i = 0,
k = 0, j = 1, Table 46.1 column 1 compares with Table 46.2 column 2, as the j
value increases, comparison is done with Table 46.2 next columns(Analyzing
Traffic from Reader 1 to Reader 2). From Line 25 to Line 27, If i = 2, k = 3,

Table 46.1 Read values at reader 1 from 9:45 to 9:48 (‘‘–’’ indicates read nothing) at RF reader 1

Time 9:45 Time 9:46 Time 9:47 Time 9:48

(Total reads 15) (Total reads 13) (Total reads 10) (Total reads 12)

TagEPC TagSpeed TagEPC TagSpeed TagEPC TagSpeed TagEPC TagSpeed

602 9 101 5 591 15 191 12
095 3 045 13 124 17 392 3
423 11 546 12 592 14 045 6
249 8 591 5 091 5 224 9
592 4 124 13 546 13 105 5
091 12 592 3 015 17 646 8
325 9 091 11 423 13 897 11
991 5 991 6 065 18 198 6
124 11 249 10 101 3 499 5
591 5 423 9 045 9 091 9
101 3 325 6 – – 101 4
085 7 065 8 – – 603 9
546 13 007 11 – – – –
065 8 – – – – – –
045 5 – – – – – –

Line 5: From Table 46.1, first column is a[1][time 9:45][] and Line 6: From Table 46.1, second
column is b[1][time 9:45][]
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j = 4, RF Reader3 (i.e. Table 3 column 4) compares with RF Reader4 (i.e.
Table 4 column 4), as the j value increases, comparison is done with Table 4 next
columns(Analyzing Traffic from Reader 3 to Reader 4). Here Tables 3, 4 is not
there but they are corresponding to Reader 3, Reader 4. From Line 25, asi value
increases, comparison is made between next two consecutive readers. Therefore,
in this way computer can analyze the traffic in between the Readers.

46.2 Conclusion

In this paper, we presented Traffic Analysis algorithm using RFID technology.
This algorithm works at centralized host or computer, which is connected, to all
the readers. The algorithm itself had three modules, first module is for reading the
data, and second module is for finding the traffic at all the readers. Third module is
for finding the traffic in between all two consecutive readers. The robustness of
RFID technology in various manners has made possible to a reliable, error-free
and productive service. With the use of RFID, flexibility of system is maintained
with the option of modification of information at any time.

Table 46.2 Read values at reader 2 from 10:15 to 10:18 (‘‘–’’indicates read nothing) at RF
reader 2

Time 10:15 Time 10:16 Time 10:17 Time 10:18

(Total Reads 15) (Total Reads 5) (Total Reads 10) (Total Reads 12)

TagEPC TagSpeed TagEPC TagSpeed TagEPC TagSpeed TagEPC TagSpeed

602 19 101 35 591 25 191 32
995 23 045 33 124 27 392 23
423 18 546 12 592 34 045 36
249 28 991 25 091 35 224 29
592 34 924 23 546 23 105 45
091 12 – – 015 37 646 38
523 21 – – 423 23 897 31
991 15 – – 065 18 198 25
124 21 – – 101 23 499 35
591 25 – – 045 39 091 19
101 20 – – – – 101 24
085 17 – – – – 603 29
546 13 – – – – – –
065 18 – – – – – –
123 15 – – – – – –

From line 5: From Table 46.2, first column is a [2] [time 10:15] [] and from line 6: From
Table 46.2, first column is b [2] [time 10:16] []
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Chapter 47
Trust-Based Grid Resource Management

Damandeep Kaur and Jyotsna SenGupta

Abstract Grid Resource Management and security issues have become critically
important with the fast expansion of grid systems. The present day research is
moving towards achieving a secured architecture for resource management in Grid
System. We hereby, through this paper, wish to present a secured grid resource
management for global grids by addition of a trust-based layer whereby allowing
grid resource to enter the commercial area, wherein it shall help the grid consumer
in Decision Making, as the system will offer only those gird resources which
assure of a high degree of trust relationship of grid resource provider. For the
successful deployment of a Grid infrastructure, it is essential to access and make
maximum use of the resources that are available on the Grid and this is possible
only if the secured resources can be tracked effectively and efficiently. It is
achieved by presenting a secured Grid Resource Management System based on
Trust-Management System.

Keywords P2P � Trust � Reputation � Grid resource management � Grid services �
Virtual organization
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47.1 Introduction

Grid computing [1] is a coordinated resource sharing and problem solving in any
dynamic environment. Grid resource management can be utilized to improve the
quality of service offered by the grid so that various heterogeneous resources
present in the grid can be managed properly. Resource management is a complex
task involving security, fault tolerance along with scheduling. Grid applications
compete for resources that are very different in nature, including processors, data,
scientific instruments and other services. This paper focus on implementation of
security in grid resource management in the form how much trust can be done on a
grid resource depending on various parameters like nature of job, performance,
availability etc.

47.2 Related Work

47.2.1 Common Security Threats in Grid Environment

1. Individual malicious entities always provide bad services when selected as
service providers.

2. Malicious collectives:-Malicious entities form a malicious collective by
assigning the maximum trust value to other malicious entities in the network.

3. Malicious collectives with camouflage:-Malicious entities provide bad services
in p % of all cases when selected as service providers. Malicious entities form a
malicious collective by assigning the maximum trust value to other malicious
entities in the network.

4. Malicious spies:-Some malicious entities, known as malicious spies, always
provide good services when selected as service providers, but they also give the
maximum rating values to those malicious entities that always provide bad
services.

5. Sybil attack: In this type of attack, an entity is selected as a service provider, it
provides a bad service, after which it is disconnected and replaced with a new
entity identity.

6. Man in the middle attack:-Malicious entity can intercept the messages from a
benevolent service provider entity to the requestor and rewrite them with bad
services, making therefore the reputation of the benevolent entity to decrease.

7. Driving down the reputation of a reliable grid entity:-In such a situation an
interaction is never performed with an entity which is actually benevolent but
whose reputation has been driven down by malicious participants and entity
will not probably be chosen as the entity to have an interaction with.

8. Partially malicious collectives:-When malicious entities, for certain services
behave properly, while for other specific services, they act maliciously.
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Malicious entities form a malicious collective by assigning the maximum trust
value to other malicious entities in the network.

9. Malicious pre-trusted entities:- Some or all the pre-trusted benevolent entities
become malicious ones, maybe by always providing bad services when selected
as service providers or by rating with maximum trust value other malicious
entities who always provide bad services when selected as service providers.

47.2.2 P2P Trust and Reputation Models in Grid

(i) In GridEigenTrust [4], the author exploits the beneficial properties of Eigen
Trust, extending the model to allow its usage in grids and integrate the trust
management system as part of the QoS management framework, proposing to
probabilistically pre-select the resources based on their likelihood to deliver the
requested capability and capacity. The global trust for an organization with
regard to another organization is built from the direct trust that can be acquired
during time from transactions that happened between members of these
organizations and by considering also trust information acquired from 3rd
party sources. The same trust aggregation scheme can be employed at the level
of organization members, each of them storing the trust values for its trans-
action partners. GridEigenTrust allows obtaining the trust value for an orga-
nization by aggregating the trust values of its members.

(ii) Path Trust is a reputation system proposed for member selection in the for-
mation phase of a Virtual Organization. To enter the Virtual Organization
formation process, a member must register with an Enterprise Network (EN)
infrastructure by presenting some credentials. Besides user management, EN
supplies with a centralized reputation service. At the dissolution of the VO,
each member leaves feedback ratings to the reputation server for other
members with whom they experienced transactions. The system requires each
transaction to be rated by the participants. Path Trust is one of the first
attempts to apply reputation methods to grids by approaching VO manage-
ment phases. They approached only partner selection and did not tackled
organizational aspects. Their model still lacks dynamicity, as the feedback is
collected only at the dissolution of the VO.

47.3 Secured Resource Management

47.3.1 Trust Parameters

1. Satisfaction parameter deals with number of desired features fulfilled by the
resource provider. Here it means the amount of satisfaction a grid resource
provider can provide in terms of resource consumer’s requirement [9, 10].
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Satisfaction ¼
Pi ¼ n

i ¼ 0 Rank Obtained value C:R ðj; iÞ
Total Rank value

where

CR Customer Requirement
i Name of each C.R
j Grid Resource Provider

2. Feedback is the rating given by the consumer after every transaction to the
service of grid resource provider.

Feed Back ¼ Current feedbackþ
Xi ¼ n�1

i ¼ 0

Previous feedback

Rating of Feedback is [0, 1]
If the feedback is to be given by the consumer which is not part of the grid, then

the feedback is stored in the recommendation table of a random grid resource
selected randomly by grid portal in encrypted format and the key is stored at grid
resource where the task was performed.

3. Feedback Decay Function is based on the concept that grid is dynamic so is the
credibility of the feedback as resource provider’s behaviour can change with
time. The decay function is calculated using credibility of function and number
of transactions. The feedback decay is important to know to what extent
feedback given by the various grid entities about a grid resource provider is
important.

To calculate the feedback decay,
Feedback Decay = 0 -if last successful transaction is within set time
.1–if there is no transaction is within set time
.5–if last unsuccessful transaction is within set time

4. Trust context factor aaggregates the feedback from each transaction as trans-
actions may differ from one another.

Some of the issues included in Trust context Factor:

(a) Consistency = No of Successful Transaction/Total Number of Transactions
(b) Type of job
(c) Non-repudiation = No of Incomplete Transaction/Total Number of Transactions
(d) Size of job = Large/Medium/Small
(e) Type of Service Provider = Excellent/Good/Average/Poor

Equation 47.1 is a general trust metric derived from the Grid Peer Trust
algorithm with few modifications to overcome the drawbacks of PeerTrust model.
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Trust final ¼ Satisfactionþ a � F� cþ b � TCF ð47:1Þ

Where
Satisfaction = is the amount of desired features fulfilled by the resource

provider.
F = Feedback; Nt = Total Number of Transaction
Feedback Value can be from -1 to 1
FeedBack Decay (c) is calculated by accessing the last successful transaction

time.
TCF = Trust context factor
a, b denote the normalized weight factors for the feedback factor and the trust

context factor

47.3.2 Calculating the Trust of Entities

There are few assumptions with respect to grid environment:

• All resource providers must be part of any VO of global grid.
• The basic information of resource provider is stored in trust data of VO.
• Resource Consumer may or may not be part of grid
• Feedback is sent in encrypted form.
• Each grid entity has a trust manager that is responsible for feedback submission

and trust evaluation, a small database that stores a portion of the global trust
data, and a data locator for placement and location of trust data over the
network.

The following is a listing of steps for calculating Trust using GridPeerTrust
Algorithm

1. Local Index Table
2. Global Index Table
3. Local Feedback Table
4. Global FeedBack Table

Trust Data contains the following information about any resource provider.
Features; Number of Transaction; Current Feedback (u,i); Previous Feedback
Inputs: Client’s requirement, Local Index Table, Global Index Table, Local

Feedback Table, Global FeedBack Table

1. The Trust Manager receives Grid Resource Provider List; J [n] created in the
Grid, where n is the number of resource Providers.

2. Sort the resources as per client’s (Resource Consumer) requirement.
3. Calculate Satisfaction value for these sorted resources.
4. While trust calculated for ten resource provider from Resource Database.
5. Get the feedback (local &global) for the resource provider using
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Feed Back ¼ Current feedback þ
Xi¼n�1

i¼0

Previous feedback

6. Get the Number of transaction from Resource Database
7. Calculate the Decay function

Feedback Decay = 0-if last successful transaction is within set time
1–if there is no transaction is within set time
5–if last unsuccessful transaction is within set time

8. Calculate Trust

Trust_final = Satisfaction + a *F2c + b *TCF

9. End While

Output: Sorted Trust based Resource Provider List, Service Provider List and
Recommender’s List

47.4 Comparative Analysis

Trust Computation Accuracy [7, 11, 12] (Tables 47.1, 47.2).
To compare the performance of GridPeerTrust with other existing trust models

we use a parameter named, Transaction Consistency Rate (TCR) described as the
ratio of the number of successful transactions to the total number of transactions.
We determine TCR against the variation of (malicious individuals) m_ind and
Malicious Collectives m_group. All experimental results are averaged over 50
runs.

Table 47.1 Security analysis

Trust models security threats GridPeer trust GridEigen trust Path trust

Malicious individual grid entity Y Y Y
Malicious collectives Y Y X
Malicious collectives with camouflage Y Y X
Driving down the reputation of a reliable entity Y Y Y
Malicious spies Y X X
Sybil Attack Y Y Y
Man in the middle attack Y Y Y
Partially malicious collectives Y Y X
Malicious pre-trusted entity # X #

Note Y: Handled
N Not handled
# Not applicable
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1. Malicious Individuals: In Fig. 47.1, we see that both GridPeerTrust shows
superiority over the remaining trust models as the amount of malicious entities
in the network increase beyond 40 %.In this model as a list of type service
provider is maintained and a grid resource provider giving TCR less than 40 %
is considered a bad service provider so its easy to discard malicious entities
even their percentage increases. Due to the ease of accessibility, networks today
are home to a significantly large number of malicious entities, in other words,
threats and risks are implicitly increasing as grid expands. So, in such envi-
ronment GridPeerTrust would be the best option.

2. Malicious Collectives: In Fig. 47.2, we see that in GridEigen Trust, forming a
malicious collective does not increase the global trust values of malicious
entities enough in order for them to have impact on the grid due to the presence
of pre-trusted entities. A user will always have the opportunity to perform a
transaction with one of those pre-trusted entities and if an interaction is per-
formed with a malicious entities (which occurs again around 10 % of the
times), it will be identified as malicious by the whole system where as in
GridPeer Trust, the accurate management of the credibility of an entity as a
recommender, as well as the context factor allows this model to effectively
overcome this threat. In path trust, these attacks are actually not handled but
avoided by collecting fees for every transaction that are supposed to capture the
additional profit gained by the fake transactions, but the more vulnerable a
reputation system is to this attack, the higher the fees have to be.

Table 47.2 Security analysis

System GridEigen trust Path trust GridPeer trust

Classification Probalistic Probalistic Probalistic
Centralized data Yes Yes No
Trust metric [0,1] [0,1] [0,1]
Trust aggregation Yes Yes Yes
Type of feedback Continuos Negative & positive Continuos
Storage cost No No No
Scalability Not applicable Medium High

Fig. 47.1 Comparing
GridPeerTrust with other
models in terms of TCR
against m_ind
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47.5 Conclusion and Future work

In this paper, we have described a framework for calculating trust in Grid envi-
ronment. The paper mostly focused on issues related to implementation of security
in grid resource management in the form how much trust can be done on a grid
resource depending on various parameters like nature of job, performance,
availability etc. We have identified several of these issues. Second we have
experimented with an architecture and algorithm to gain experience with this new
area of research for the Grid community. We have identified a framework and
algorithm that is a combination of other research efforts. The underlying algorithm
is based on introducing decay function that is updated with feedback based trust
calculation algorithm. At present we are enhancing and evaluating our framework
by introducing a variety of reputation measurements that are controlled through
adaptive parameters.
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Chapter 48
Switch Line Fault Diagnosis in FPGA
Interconnects Using Line Tracing
Approach

Shilpa Dandoti and V. D. Mytri

Abstract This paper aims at fault detection and location in interconnect of a Field
Programmable gate array. We discuss the testing of interconnect types like single
lines, double lines, global interconnect, Long length lines, switching matrices,
Buffer drivers, Quad lines and direct lines. The proposed testing scheme uses a test
manager which defines a part of the chip as the pattern generator and the other half
as response analyzer. The chip is reconfigured several times to cover all portions of
interconnect. The outcome of each reconfiguration is a bit which provides a pass or
fail result. Testing is done in two phases, phase one involves several reconfigu-
rations intended to detect various faults in the interconnect structure. The test
manager provides the required test sequence in each configuration. This phase
involves extensively testing the complete interconnect structure for all possible
faults namely, configurable interconnection points struck on, configurable inter-
connection points struck off, wire struck-at-1, wire struck-at-0, two adjacent wires
short and wires open.
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48.1 Introduction

An interconnect is usually analyzed as a set of nets with different faults,such as
stuck at, bridge (short) and open. Detection is usually accomplished by comparing
the signatures received at the output pins with the ones provided with the input
pins, i.e. no internal probing. FPGA test can be substantially more complex than
application-specified integrated circuit (ASIC) test,providing motivation for new
efficient testing techniques. Information regarding defect location is particularly
important in today’s test environment since new techniques [1] have been
developed that can reconfigure FPGAs to avoid faults. To operate effectively, these
approaches require that the specific location of the fault be clearly identified. The
reconfigurability of FPGAs plays an important role in reducing on-chip testing
hardware relative to ASICs. While ASIC discrete Fourier Transform (DFT)
approaches require the modification of circuit functionality to perform test, FPGA
test hardware can be swapped out of the device once verification is complete.
Reconfigurability does incur other test costs, including increased test generation
complexity and increased test application time. Unlike ASICs, which require a
single configuration for fault detection, FPGAs require multiple configurations to
test an assortment of switch settings. In general, fault coverage is directly related
to the number and scope of test configurations that are created. The fault coverage
issue has been further complicated in recent years by the introduction of FPGA
devices [2, 3] with millions of programmable switch points. This device capacity
growth strongly suggests the need for a hierarchical and incremental approach to
FPGA test and diagnosis. To support this need, contemporary FPGA devices now
allow for rapid partial device reconfiguration [3, 4]. Research in FPGA testing has
investigated a wide range of test architectures and techniques. The FPGA test
problem has been divided by several researchers into the interconnect test problem
[7–10] and FPGA logic test problem [11, 12].

48.2 Line Switch Faults

Data used in FPGA are granulated data which are requested a periodically on
demand and consist of few bytes of discrete information. The previous coding
schemes were devised for the applications with this kind of I/O patterns. However,
a new pattern of data transmission has become a great concern with the widespread
use of practical systems. Data are transferred like a stream when used in digital
applications. Once an operation is started, it requires transmitting large amounts of
data from a few kilobytes to hundreds of megabytes. As streaming becomes one of
the major data transfer patterns, we have one more degree of freedom, i.e. the
sequence of data that we can exploit to reduce the number of interconnect tran-
sitions faults during data transition is of greater importance. A new coding scheme
called interconnect switching scheme (ISS) is proposed in this paper. It is different
from previous transition-reduction coding schemes in that it is aimed at
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applications with the stream-type data transfer pattern. ISS reduces the number of
interconnect transitions by rearranging the transmission sequence of data. An
algorithm called shuffle algorithm is presented to show the feasibility of ISS. This
algorithm reduces around 10 % ofinterconnect transitions in transmission of the
benchmark files. For the brevity of description, let us define some terms and
notations first. A switched sequence is defined as the sequence of words trans-
mitted according to an ISS algorithm. Let us express the hamming distance
between a word, W and a interconnect, B, as H (W; B). Since I/O coding was
proposed into reduce transient noises, there have been many efforts to reduce the
dynamic fault of interconnects by coding which can minimize the number of
interconnect transitions in transmission. BI coding is a general-purpose coding that
is suitable for the transmission of uncorrelated data. Some variations of BI such as
partial BI (PBI) coding and weight-based BI coding have also been developed by
exploiting some prior knowledge on data. For instruction address interconnect and
data address interconnects, addresses are highly correlated, localized, and even
sequential. Gray code, T0 code, inc-xor, and Working zone encoding can be more
efficient than BI for such interconnects.

The waveform of eight-bit interconnects when the eight data are transmitted by
the (a) original order and (b) a different order. So far, most of the previous
transition-reduction coding schemes have been developed for the granulated data,
therefore, they have not considered the sequence of data as an important factor.
ISS is the first general-purpose coding scheme that employs the sequence of data in
reducing the number of interconnects transitions. ISS needs no prior information
on data to be sent, and it can be applied to any application that transmits more than
two data sequentially for most operations.

48.3 Switch Coding Algorithm

In this algorithm, only two most recent words are considered in switch operation.
The encoder has a register called shuffle register to store a word temporarily. Any
word that stayed in this register is tagged as a shuffle. At every cycle, two words, a
shuffle and a new incoming word compete for transmission so that the winner is
sent and the looser is held as the shuffle for next competition. The coding infor-
mation is transmitted simultaneously with the word by an auxiliary line called S-
line that is added in parallel to the interconnect. The S-line is set to 1 when a latter
word is selected while it is reset to 0 whenever a shuffle is transmitted. For
example, Fig. 48.1b can be obtained by applying US to Fig. 48.1a, and the S-line
becomes 01111010. If a switched sequence is compared with the original
sequence, all words displaced from the original positions are shuffles. Furthermore,
the original sequence can be recovered from a switched sequence by relocating
every shuffle to the position of its preceding shuffle; the first shuffle is placed at the
beginning of the sequence. Using this property, decoding can be achieved with two
first in–first out (FIFO) buffers and a shift register. The one buffer is reserved for
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shuffles and the other is for no shuffles. The SR consists of n bits that are initially
reset to 0. Assume that the decoder sends a decoded word at the first-half cycle
while it receives a word from interconnects at the second-half cycle. For every
cycle, the decoder receives a word with an S-value from interconnect, and stores
the word in either of the buffers according to the S-value. SR is shifted from SR1
to SRn, and the S-value goes to SR1. For the first n-1 cycle, i.e., until the first
S-value reaches to SRn_1, the decoder only stores the received words. From nth
cycle, the decoder starts to send a word to the next stage (client). According to the
value of SRn, the decoder fetches a word from either of the buffers and sends it to
the client. The latency of the decoder becomes n-1 cycles. Let us define lagging
distance of a shuffle as the number of its losses in the competitions, and the
maximum lagging distance (lmax) of a switched sequence as the biggest lagging
distance of all shuffles in the sequence. Then, n should be greater than or equal to
lmax ? 2, and the FIFOs should have at least lmax ? 1 slot. The shortcoming of US
is that lmax is not predictable in advance. Because it can be a very large number,
the decoder should prepare a huge number of slots.

Fig. 48.2 Structure of a
3 9 3 CLB

Fig. 48.1 Illustration of the effect of transmission sequence on interconnects transitions
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Fig. 48.3 Simulation plot showing the regenerated after coding observations made or the
developed the Lagger algorithm

Fig. 48.4 Figure illustrating the original data
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48.4 Fault Tracing Approach

The fault location in FPGAs has been carried out by phase path method. The
location of the fault has been carried out in six different phases. As the target
FPGA is a XILINX 4000E, which has a symmetrical architecture of CLB’s we
consider a 3 9 3 CLB structure as shown in figure below for the experimental
purpose and this can be extended for a n X n structure. For the location of the fault
in a 3 9 3 CLB structure as shown in the figure below (Fig. 48.2).

Fig. 48.5 Figure illustrating the bus, Lagger and input data line for the designed encoder and
decoder unit
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48.5 Analysis of the Steps

If we closely observe all the six phases, we find that we consider all the 9 CLBs for
test in each of the six phases with a different set of input output ports. By testing
with all these 6 phases we can clearly pass through the faulty switch in all of the
phases only once and its flag is incremented by 1 in all the phases. Thus the CLB
or switch with the flag count of 6 (the highest possible value as we use 6 phases) is
the faulty switch and this need only to be reprogrammed for getting the non faulty
FPGA configuration. Thus we observe that six phases are sufficient to test and
locate any fault occurred in either CLB or the Interconnects or the I/O lines in the
targeted FPGA.

48.6 Simulation Result

The developed system is defined using VHDL definition language and the timing
results and the implementation on a targeted FPGA device is observed as,
(Figs. 48.3, 48.4, 48.5, 48.6).

Default fault location = ck1 (under asynchronous mode communication)
Testing selection method = round robin
Total number of communicating nodes = 4
Total amount of data generated per node = 3 bytes
Total amount of expected data in processing = 12 bytes
Total transition taken = 5580 (under non synchronous round robin based comm.)
(Total time = processing time ? comm. Time

Fig. 48.6 Logical placement of the proposed system
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48.7 Conclusion

This paper is aimed to detect and locate the faults in FPGA interconnect during
data transition. The testing has been done to achieve minimum number of
reconfigurations and maximum fault location capabilities. The results from each
reconfiguration are stored in the on chip RAM. By looking at this RAM lookup
tables, users will be able to locate the fault. Various kinds of faults are simulated
using VHDL programming. The testing phases are successfully tested upon these
faults and the simulation results show that the proposed model works as per
requirement. This model can be extended to locate multiple faults and the reso-
lution can be made as high as needed. The number of reconfigurations in this case
depend on the extend of resolution required, in data transition.
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Chapter 49
An Approach to Encryption Using
Superior Fractal Sets

Charu Gupta and Manish Kumar

Abstract The voluminous digital data exchange between various computers has
introduced large amount of security vulnerabilities. Encryption schemes have been
increasingly studied to meet the demand for real-time secure transmission of data
over the Internet and through wireless networks. In this paper, we try to study a
new cryptographic key exchange protocol based on superior Mandelbrot and
Superior Julia sets. In this study we analyze a cryptographic system utilizing
fractal theories; this approach uses concept of public key cryptography by taking
advantage of the connection of Superior Julia and Superior Mandelbrot sets. This
paper exploits the main feature of public key security.

Keywords Superior Mandelbrot and Julia sets � Fractal geometry � Public key

49.1 Introduction

Enhanced security will definitely be a great relief for paranoid people. RSA cipher
is most commonly used for public-key encryption depends on the difficulty of
factoring large numbers [20]. RSA uses a variable size encryption block and a
variable size key [17]. This study proposes a new fractal (based on Superior
Mandelbrot and Superior Julia sets) encryption key protocol which secures
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transmission of data between computers. The working of the proposed scheme
depends on the strong interconnection between two Superior Julia and Superior
Mandelbrot sets which generates the corresponding public and private keys. In
general, a security protocol uses public-key cryptosystem to exchange the secret
key between communicating nodes and then uses secret-key algorithms with the
agreed secret key as the password to ensure confidentiality on the data transferred
(Branovic et al. 2003) [1].

Fractal is a geometric pattern that cannot be represented by classical geometry
as it is a geometric figure that repeats itself under several levels of magnification; a
shape that appears irregular at all scales of length, e.g. a fern. This geometric
figure, built up from a simple shape, by generating the same or similar changes on
successively smaller scales; it shows self-similarity… The backbone of the fractal
is iteration method i.e. feedback system.

The Superior Mandelbrot Fractal sets and Superior Julia sets is the set of points
on a complex plane. The Fractal image can be generated by applying Eq. 49.1
recursively [13].

xn ¼ bn f ðxn� 1Þ þ ð1� bnÞxn� 1; n ¼ 1; 2; � � � ; ð49:1Þ

where 0 B bn B 1 and {bn} is convergent to b away from 0.
The difference between the Mandelbrot set and the Julia set is that the

Mandelbrot set iterates Zn-1
2 ? c with Z starting at 0 and varying c with every

iteration, while Julia set iterates Zn-1
2 ? c for fixed c and starting with non-zero

value of Z [6, 7]. All points, Zn, must reside on the Mandelbrot set or the Julia set,
respectively. In our work, we are depending on the intrinsic connection between
both of the Superior Mandelbrot and the Julia Fractal sets. The connection between
the Mandelbrot set and the Julia set is that each point c in the Mandelbrot set
specifies the geometric structure of the corresponding Julia set.

49.2 Review of Literature

Recently Rani and Kumar [12] have given the concept of Superior Julia set and
Superior Mandelbrot set [11, 12] in the study of discrete dynamical system. They
can be used effectively to play a significant role in cryptographic security.

49.2.1 Superior Mandelbrot and Superior Julia Sets

Rani and Kumar [12]. The Superior Mandelbrot set (SM set) for the polynomial
Qm,c(z) : = zm ? c, where m [ 1 is a positive integer, is defined as the collection
of values of c for which the superior orbit of z = 0 does not escape to infinity. The
Mandelbrot sets for Qm,c(z) are SM sets with b = 1. The escape criterion plays a
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vital role in the generation and analysis of Mandelbrot sets and its variants. Let
X be a metric space of complex numbers, D be nonempty convex subset of Z and
T be a self map of D, let z0 e D. The Mann Iteration is defined by:

znþ1 ¼ ð1� xÞzn þ x:hc zð Þ ð49:2Þ

Where and hc(z) can be a quadratic, cubic, or biquadratic polynomial.
0 B x B 1 n C 0. When we apply Mann Iteration on Mandelbrot with complex
polynomial equation zn+c, is called Superior Mandelbrot set. The iteration of all
values for which the point escapes from the unit circle. The set of all those points
is known as escape set.

This paper extends their following result, which gives a general escape criterion
for the polynomial Qm,c(z), m C 2 (Fig. 49.1).

The Superior Julia sets is the set of points whose orbit are bounded under the
superior iteration of the function Qa,,b(z), where {bn} converges to a non-zero
number between 0 & 1. The general superior escape criterion is obtained for the
function Qa,b(z) = z3 ? a z ? b by iterating it in SO and define prisoner set using
cubic superior escape criterion.is given by max where 0 \bn \ = 1,
n = 1,2,……….m [ 1 & a positive integer and c is a complex parameter.

49.3 Superior Mandelbrot and Superior Julia Sets Used
for Key Generation in RSA

In the proposed protocol sender and receiver will agree and use a public domain
value, c. The receiver and sender generates their private key in the form of (e,n)
and (k,d) respectively. As these keys are generated both sender and receiver will
use their private key values and the value of c as input to the superior Mandelbrot
function to produce the public keys znd and zke. And then both sender and receiver
must exchange the public keys. Using key distribution authorities sender will
obtain receiver’s public key, znd and uses this value together with her private key
and the plaintext, as inputs to the Superior Julia sets to produce cipher text V

Fig. 49.1 Superior
Mandelbrot sets for
z = z3 ? c
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which will be sent to Bob. To retrieve the original text receiver must have sender’s
public key, zke and the cipher text V which will then be used as input values
together with his own private key to Superior Julian function for deciphering V as
shown in Fig. 49.2 below.
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Chapter 50
Shape Based Image Retrieval Using
Gradient Operators and Block
Truncation Coding

Padmashree Desai and Jagadeesh Pujari

Abstract The need of Content Based Image Retrieval (CBIR) arises because of
digital era. It is very much required in the field of radiology to find the similar
diagnostic images, in advertising to find the relevant stock, for cataloging in the
field of geology, art and fashion. In CBIR, the set of image database is stored in
terms of features where feature of an image can be calculated based on different
criteria like shape, color, texture and spatial locations etc. Among three features
shape is the prominent feature and helps to identify the image correctly. In this
paper, we are proposing Shape Based Image Retrieval (SBIR) to retrieve shape
features extracted using gradient operators and Block Truncation Coding (BTC).
BTC improves the edge maps obtained using gradient masks like Robert, Sobel,
Prewitt and Canny. The proposed image retrieval techniques are tested on generic
image database with 1000 images spread across 10 categories. The average
precision and recall of all queries are computed and considered for performance
analysis. Among all the considered gradient operators for shape extraction ‘‘shape
mask with BTC CBIR techniques’’ give better results. The performance ranking of
the masks for proposed image retrieval methods can be listed as Canny (best
performance), Prewitt, Sobel and lastly the Robert.

Keywords CBIR � BTC � Shape � Canny � Prewitt � Sobel � Robert
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50.1 Introduction

The last few years, there is an emerging need to organize and efficiently use large
pools of images that have been collected over the last decades and contain
information potentially useful to areas such as medicine, journalism, weather
prediction, environmental sciences, art, fashion and industry. It is estimated that
there are more than 20 million pages containing hundreds of millions of images on
world wide web pages alone [1]. Traditionally, images were retrieved by their
filename, other technical characteristics such as date and size or through text
keywords, in the case of manually annotated images. Manual annotation, except
for being a time consuming and not real-time process, can describe only a very
small percentage of the information that an image contains. Recently, there is an
increasing effort to organize and retrieve images by content based on character-
istics such as color, texture, and shape. A number of methods in the literature [1–6]
perform indexing and retrieval based on global image characteristics such as color,
texture, layout, or their combinations. Color feature of the image is extracted by
computing a color histogram for each image that identifies the proportion of pixels
within an image holding specific values [3]. Texture measures visual patterns in
images and how they are spatially defined. This is measured by relative brightness
of pairs of pixels such that degree of contrast, regularity, coarseness and direc-
tionality. Shape of the image is obtained either by segmentation or edge detection
to an image [2]. Edge detection can be done using many gradient operators like
Sobel, Roberts, Prewitt and Canny [6]. Here the paper discusses shape extraction
using edge detection with improvement achieved by applying BTC on the edge
image obtained using gradient operators. And also the shape feature is calculated
using moment invariants which are invariant to translation, rotation and scaling.
The results depict the improvements in the edge map and also the performance of
retrieval of images.

50.2 Proposed Method

Proposed method use different gradient operators to get the edges of the image. To
eliminate the discontinuities in the edges, slope magnitude is applied to the gra-
dient of the images. Then BTC is applied on obtained shape mask to obtain clear
boundary of the image. Using canny, Sobel, Prewitt and Robert shape masks with
BTC four edge maps are considered. Moment invariants [5] are applied for the
mask obtained and shape feature vector is constructed. Similarity measure is done
using Canberra distance formula. Flow of proposed method is shown in Fig. 50.1.

We can define an edge as a strong intensity contrast or a jump in an image’s
intensity within a limited spatial range, i.e. intensity changes between one image
pixel to the next. Edge detection [5] is a fundamental tool used in most image
processing applications to obtain information from the frames as a precursor step
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to shape feature extraction and object segmentation. Proposed method use gradient
operators such as Sobel, Prewitt, Roberts and Canny for edge detection. All these
gradient-based algorithms have kernel operators that calculate the strength of the
slope in directions which are orthogonal to each other, commonly vertical and
horizontal. Later, the contributions of the different components of the slopes are
combined to give the total value of the edge.

50.2.1 Block Truncation Coding

Block Truncation Coding, or BTC [6], is a type of lossy image compression
technique for gray scale images. It divides the original images into blocks and then
uses a quantiser to reduce the number of gray levels in each block whilst main-
taining the same mean and standard deviation. Shape of an image is calculated
using moment invariants [5]. Canberra distance formula is used for calculating the
distance and is given by equation 1.

CDk ¼
Xn

i¼1

xi � yikj j
xij j þ yikj j

ð1Þ

Where CD is the Canberra distance, x and y are the feature vectors of query and
database images respectively, n is the length of the feature vector. And k = 1 to m,
where m is the number of images in image database. Images are indexed based on
the distance between the query image and images in the database. Similar images
are displayed in the ranking order. Edge maps obtained using different gradient
operators after applying slope magnitude and BTC are shown in the following
Fig. 50.2.

Fig. 50.1 Frame work for proposed work

Fig. 50.2 Query image edge maps using Canny, Sobel, Prewitt and Robert

50 Shape Based Image Retrieval 441



50.3 Results and Discussions

For the purpose of experimentation, an image database Wang’s data set [7] having
established ground truth is used. A set of 1000 images assorted into 10 categories with
100 images in each category, forms the dataset. The images are of size either 384 9 256
or 256 9 384. The 10 image categories available are: (i) Dinosaurs (ii) Buses
(iii) Buildings (iv) Horses (v) Beaches (vi) Elephants (vii) Flowers (viii) Africa
(ix) Food and (x) Mountains. The images in each category are numbered (Category 1: 0
to 99, Category 2: 100 to 199 etc.…).Ten query images from each category are used to
check the performance efficiency. Mat lab Ver. 7.0 is used to implement the system.

To assess the retrieval effectiveness, the precision and recall are used as sta-
tistical comparison parameters. Recall measures the ability of retrieving all rele-
vant or similar items in the database. It is defined as the ratio between the number
of relevant or perceptually similar items retrieved and the total relevant items in
the database. Precession measures the retrieval accuracy and is defined as the ratio
between the number of relevant or perceptually similar items and the total number
of items retrieved. Weighted average precision is also evaluated for the 10 query
images among all categories. Retrieved results for top 10 images using different
operators are shown in the weighted average precision bar graph Fig. 50.3. This
shows that for different categories across different gradient operator canny with
BTC technique gives better result.

50.4 Conclusion

CBIR, the problem of searching huge image repositories according to their con-
tent, has been the subject of vital amount of research in the last decade. The aim of
a CBIR algorithm is to predict the concerned images in a database that are relevant
to an arbitrary query. The key contribution of this is to improve the performance of
gradient operators and slope magnitude by applying BTC and invariant moments
to extract shape invariant to translation, rotation and scaling of an image. Proposed
methods achieve the good performance results.

Fig. 50.3 Weighted average
precision graph
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Chapter 51
Performance Evaluation of TCP
Congestion Control Variants Using
Dynamic State Routing In Wireless
Ad-hoc Network

Mayank Kumar Goyal, Yatendra Kumar Verma, Paras Bassi
and Paurush Kumar Misra

Abstract A mobile ad hoc network is a collection of wireless mobile nodes
dynamically forming a temporary network without the use of any existing network
infrastructure. TCP/IP protocol plays an important role in developing communi-
cation systems and providing better and reliable communication capabilities in
almost all networking environment. The paper aims to investigate the performance
of the TCP congestion control variants in MANET and its behaviour with respect
to Dynamic State Routing. TCP optimization in MANETs is a challenging issue
because of some unique characteristics of congestion control. The results presented
in this paper clearly indicate that the Dynamic State Routing achieves maximum
throughput, higher packet delivery ratio and less average end to end delay when
TCP congestion control agent used is TCP Vegas.

Keywords DSR � NS2 � TCP � Tahoe � Reno � NewReno � Vegas � HTTP &
MANETS
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51.1 Introduction

A mobile ad-hoc network is a kind of wireless ad-hoc network, and is a self-
configuring network of mobile routers connected by wireless links—the union of
which form an arbitrary topology [1]. Routing is the process of moving a data
packet from source to destination. Routing is usually performed by a dedicated
device called a router [2, 3]. The routers are free to move randomly and organize
themselves arbitrarily thus, the network’s wireless topology may change rapidly
and unpredictably [4].

This paper is organized as follows. Section 51.2 describes TCP Congestion
control mechanism. In Sect. 51.3, Performance metrics and Sect. 51.4 describes
the Results.

51.2 TCP Congestion Control Mechanism

TCP is the reliable connection orientated transport layer protocol that provides
reliable transfer of data between the nodes. It ensures that the data is delivered to
the destination correctly without any loss or damage [2]. The data is transmitted in
the form of continuous stream of octets. The most famous implementation of TCP
called Tahoe, Reno, New-Reno & Vegas [5]. Following are the different versions
of TCP congestion control.

Tahoe: TCP Tahoe is the first TCP variant that incorporates congestion control
mechanisms. Indeed its implementation added a number of new algorithms and
refinements to earlier implementations.

Reno: TCP Reno adds some intelligence to TCP Tahoe so that the packets
which are lost are detected earlier and the pipeline is not vacant every time a
packet is lost.

New-Reno: TCP NewReno is able to detect multiple packet losses and thus is
much more effective than RENO in the case of multiple packet losses.

Vegas: TCP Vegas detects congestion at an incipient stage based on increasing
Round-Trip Time (RTT) values of the packets in the connection unlike other
flavours like Reno, NewReno, etc.

51.3 Performance Metrics

Performance metrics is the basic route map to analyze the performance of the
routing protocol. Some attributes used are End-to-End Delay, Packet Delivery
Fraction, Number of Packets dropped and Throughput.
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51.4 Results

Simulation results are taken for 25 nodes and are shown in Table 51.1. Table 51.1
represents the values for performance metrics considered above for Dynamic
Source Routing when implemented with different versions of TCP congestion
control mechanism.

Figures 51.1, 51.2 represents identical results for DSR implementation with
TCP Tahoe & TCP Reno.

Figures 51.3,51.4 does not represent identical results for DSR implementation.
Table 51.1 clearly indicates that DSR implementation with TCP Vegas achieved
maximum throughput, higher packet delivery ratio and less average end to end
delay.

Table 51.1 Simulation results for 25 nodes

Performance metric Tahoe Reno Newreno Vegas

Start time(s) 10 10 10 10
Stop time(s) 60 60 60 60
Generated packets 3229 3229 3229 4987
Received packets 394 394 394 409
Packet delivery ratio 12.201 12.201 12.201 14.201
Total dropped packets 15 15 15 6
Avg.end-to-end delay(ms) 0 0 0 0
Avg.throughput(kbps) 1641.1 1641.1 1641.1 2854.3

Fig. 51.1 Xgraph for TCP Tahoe using DSR
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51.5 Conclusion

The implementation of TCP directly impacts the TCP throughput, packet delivery
ratio, average end to end delay and the communication efficiency of networks. The
average bandwidth available to different versions of TCP congestion control
mechanism are not the same. But for this network simulation environment, we
prefer to adopt TCP Vegas because the average bandwidth is less than other TCP
versions. TCP-Vegas experienced an inaccuracy problem of Base RTT due to
frequent path change caused by node mobility causing performance degradation.
Therefore, some modification in order to estimate an exact Base RTT over a new

Fig. 51.2 Xgraph for TCP Reno using DSR

Fig. 51.3 Xgraph for TCP NewReno using DSR
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path is required to improve the TCP performance for MANET. Dynamic state
routing achieved its best performance metrics i.e. maximum throughput, higher
packet delivery ratio and less average end to end delay when TCP congestion
control agent used was TCP Vegas. This is due to fine tuning of congestion
window size by taking into consideration the RTT of a packet, whereas other
reactive protocols like TCP Tahoe, RENO and NewReno continue to increase their
window size until packet loss is detected. Therefore, TCP algorithm must study
constantly to reliable and adaptive TCP.
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Chapter 52
Security Based Requirements Engineering
for E-Voting System

P. Salini and S. Kanmani

Abstract The election process is in need of secured electronic system that voters
can rely on and have trust. Unfortunately, a recent study revealed that various E-
Voting Systems show serious specification, design, and implementation flaws.
When system is being built, tasks such as Security Requirements Elicitation,
Specification and Validation are essential to assure the Quality of the resulting
secure E-Voting System. In this paper we propose, to adopt Security Requirements
Engineering in the early phases of E-Voting System development and consider the
Security requirements as functional requirements. This helps in standardizing the
Security Requirements for secure E-Voting System with completeness.

Keywords: E-Voting � Functional Requirements � Threats � Security issues �
Security Requirements

52.1 Introduction

Manual voting systems have been deployed for many years with enormous suc-
cess. If those systems were to be replaced with Electronic Voting Systems, we
have to be absolutely sure that they will perform at-least as efficient as the
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traditional voting systems without any security issues. Failures or flaws in E-
Voting Systems will put at risk to Democracy in the country implementing them.
The main reason for this being the worst-case scenario is really catastrophic. The
aim of electronic voting schemes is to provide a set of protocols that allow voters
to cast ballots while a group of authorities collect votes and output the final tally.
The Problems with voting machines extend from the quality of the locks, to the
need for a printed audit trail, to the hacking of the communication links.

The importance of Securing E-Voting System is that, E-Voting web application is
the only thing standing in the way of an attacker and sensitive information. An
attacker may be able to View or manipulate sensitive information, obtain unau-
thorized access to E-Voting System and able to take control of the whole application.
So an E-Voting System should consider the following minimum requirements:

• To ensure eligible voters only able to cast a vote
• To ensure that every vote casted is counted
• To maintain the voter’s right and to express his or her opinion in a free manner,

without any influence
• To protect the secrecy of the vote at all stages of the voting process
• To guarantee accessibility and availability of the system to as many voters as

possible
• To increase voter confidence by maximizing the transparency of information

The reality of E-Voting Security is that the security done at application system
is not fully secure. To secure E-Voting web application, means it involves security
at three layers: the network layer, host layer, and the application layer. You have to
secure infrastructure and environment where the E-Voting System is put on. The
reliance on firewall and host defenses are not sufficient when used in isolation.
Moreover the requirements must be clear, comprehensive, consistent and unam-
biguous. This statement has significance for Security Requirements (SR) and if
you say application must be secure, it is not Security Requirements. It is hard to
construct secure E-Voting System or to make statements about security unless we
know what to secure, against whom and at what extent. So the solution to the
problems is Security Requirements engineering (SRE), a phase that comes before
design and programming, will play a more important role that determines the
success of applications. SRE is moving to the forefront of gaining increased sig-
nificance in software engineering for building secure service oriented applications.
In this paper in Sect. 52.2 we find the Security Requirements for E-Voting System,
in Sect. 52.4 the results are discussed and Sect. 5 concludes with future works.

52.2 Security Requirements Engineering for E-Voting System

The Security Requirements Engineering is the process of eliciting, specifying, and
analyzing the SR for system. In this paper, we will discuss how to develop E-
Voting System with secure, robust, accurate and quality. There are many SRE
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methods [1] which consider SR as constraints on functional requirements [2] or
non functional requirements [3–6] and that can be used to elicit and model the SR
for E-Voting System. By considering the SR as functional requirements in the
Requirement phases, the SR and domain knowledge for E-Voting System can be
captured in a well-defined model. SR integration with the artifacts of other phases
can be cost effectively improved and can effect a significant reduction of the
problems encountered in the E-Voting System due to poor SRE and Management.

In Our method of SRE, first find the objective of E-Voting System and since the
development is based on the multilateral view of the stakeholders find people from
voters’ community, candidate, security experts, election officers, government
representatives, developers and requirements engineering team. Next step is to
identify the business assets like voters and candidate’s details, votes, voter’s
credentials, voter’s secret etc. The brainstorming technique can be used for elic-
itation of requirements for E-Voting System. Then draw a rough architecture
diagram with high level of abstraction and elicit the Non-Security goals and
business requirements. Some of the requirements for the E-Voting System are:
Record the selection of individual vote choices for each contest, Before the ballot
is cast the voter is allowed to review his choices and, if he desires, to delete or
change his choices before the ballot is cast, Prevent the voter from over-voting and
Check for total votes for each candidates.

The non-security requirements are categorized as essential and non essential
requirements and prioritized according to the Stakeholders preference. Next, for
better understanding use case modeling [7] of the applications is developed. Then
security goals/security objectives, threats and vulnerabilities can be identified with
respect to assets, business goals and organizational principles.The following are
some of the identified threats and vulnerabilities for the system and with them we
will able to find the security requirements for the system.

Threats

• Password Cracking of users of E-Voting System
• Network eavesdropping between browser and Web server to capture voters

credentials
• SQL injection, to execute commands and access or modify data like vote
• Cross-site scripting (XSS) where an attacker injects script code
• Information disclosure secret to whom the voter voted
• Unauthorized access to the election database
• Discovery of encryption keys used to encrypt sensitive data in the database
• Unauthorized access to Web server resources and static files of E-Voting

Vulnerabilities

• Weak or blank passwords, Passwords that contain everyday words
• Lack of password complexity enforcement
• Missing or weak input validation at the server
• Failure to validate cookie input
• Failure to encode output leading to potential cross-site scripting issues
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The impact of threats and vulnerabilities are analysed. Risk Assessment is done
by using Microsoft method [8] of risk analysis for E-Voting System. The threats
and vulnerabilities can be categorized with respect to the security goals and
security policies of the organization and prioritized based on the level of security
and assets to be secured. The detailed set of misuse case diagram [9] of the
applications should be developed that encompass the most significant threats to the
system e.g. tamper misuse case, unauthorized users misuse case.

The SR is the counter measure that the application should have, as the func-
tional requirements. Some of SR for E-Voting System identified based on business
and system assets are: Election process should not be subject to any manipulation,
system should provide accurate time and date settings, and system should not
allow improper actions by voters and election officials should not allow voter
submissions to be observed or recorded in any way that is traceable to the indi-
vidual voter, should not allow tampering with audit logs, Use secure authentica-
tion, secure communication channels, remote procedure call encryption and
Firewall policies that block all traffic except expected communication ports. With
SR the Use Cases Diagram, UML Diagrams for the E-Voting System can be
generated with high level of abstraction. This process is repeated for iteration
based on the level of security needed and we can reach low level requirements
which can be used in the design phase.

52.3 Discussions

In the previous section we have identified the list of some Security Requirements
and they are based on the business and system assets by applying our SRE method.
In this paper we have identified the need for systematically eliciting and producing
a complete set of requirements specification. We found that using SRE methods, we
will be able to get better set of security requirements for secure E-Voting System
and reduce the burden of the developers to develop a vulnerability free system.

52.4 Conclusion and Future Work

Security Requirements have to be considered as functional requirements in the
early phase of Requirements Engineering (RE), and SRE Methods can be used to
elicit requirements for a secure E-Voting System. It is important to identify
potential security aspects in early phase of development for a secure E-Voting
System and solve problems in practice through secure design.

As a future work the Security Requirements identified from RE Phase should be
carried to Design phase because good design will give Vulnerability free E-Vot-
ing. We also intent to do penetration testing and find the results based how far our
application is vulnerable.
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Chapter 53
Analysis of 3 Dimensional Object
Watermarking Techniques

Deepika Khare, Sumita Verma, Ravindra Gupta
and Gajendra Singh Chandel

Abstract Due to the explosive growth of Internet and the development of digital
content designing and processing techniques, many valuable materials can be rep-
resented in digital forms for exhibition and access via Internet. Due to the charac-
teristics of easy duplication and modification of digital contents, it is necessary to
develop a variety of watermarking techniques for various protection purposes such
as ownership claiming and authentication. In this survey paper, we examine 3D
model watermarking technologies developed over the last decade. We classify
various algorithms into two classes: robust watermarking and fragile watermarking.

Keywords 3D watermarking � 3D mesh �Digital signature �Copyright protection �
Information security

53.1 Introduction

In recent years, 3D graphic models have become more accessible to general end
users due to the usage of advanced scanning devices and the virtual-reality
modeling language (VRML) for graphic description. Moreover, due to the
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explosive growth of Internet and the development of digital content designing and
processing techniques, many valuable materials can be represented in digital forms
for exhibition and access via Internet.

Due to the characteristics of easy duplication and modification of digital contents,
it is necessary to develop a variety of digital signature or watermarking techniques
for various protection purposes such as model authentication and ownership
claiming. Digital signatures [1, 2] are designed for the receiver of electronic doc-
uments to verify the identity of the sender and to check the originality of the doc-
uments. The watermarking schemes are usually designed for the sender to check the
copyright ownership (robust watermarking) or for the receiver to verify the
authentication of the received media (fragile watermarking). The main difference
between digital signature and watermarking techniques is that the former attaches a
small piece of information (the digital signature) transmitted with the original
documents whereas the latter embeds invisible information (the watermarks) in the
original media. Encryption techniques [3, 4] can be symmetric or asymmetric [5].

Instead of using digital signature for all kinds of electronic documents,
researchers develop various watermarking schemes for various multimedia data
types such as audio, images, video, and 3D models. Watermarks can be invisibly/
inaudibly embedded in these media by altering some of their lower significant bits.
Watermarking schemes usually don’t need any complex computation thus they can
be performed in a fast and low cost way comparing to the digital signature
schemes. According to the application purposes, watermarking techniques can be
classified into robust and fragile schemes. Robust watermarking is usually
designed for ownership claiming while fragile watermarking is used for digital
content authentication and verification. The design goal of robust watermarking is
to make the embedded watermarks remain detectable after being attacked. In
contrast, the requirements of fragile watermarking are to detect the slightest
unauthorized modifications and locate the changed regions.

53.2 Robust Watermarking for 3D Models

Ohbuchi et al. [6] proposed three requirements for 3D robust watermark embed-
ding: unobtrusive, robust, and space efficient. Unobtrusive means the embedding
must not interfere with the intended use of a model, such as viewing. Robust
means the embedded watermarks should remain detectable after being maliciously
attacked. Space efficient means an embedding method should be able to embed
sufficient amount of information into models.

We here introducing a triangle similarity quadruple (TSQ) embedding scheme
proposed in [6] as an illustration. The TSQ algorithm uses a dimensionless
quantity pair such as {b/a, h/c} in Fig. 53.1 to define a set of similar triangles. The
algorithm uses a quadruple of adjacent triangles that share edges in the configu-
ration depicted in Fig. 53.2 as a Macro-Embedding-Primitive (MEP). Each MEP
stores a quadruple of values {Marker, Subscript, Data1, Data2}. A marker is a
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special value (in this case {b/a, h/c}) that identifies MEPs. In Fig. 53.2, the triangle
marked M stores a Marker, S stores a Subscript, and D1 and D2 store data values
Data1 and Data2. While each MEP is formed by topology, a set of MEPs are
arranged by the quantity of subscript. The TSQ algorithm embeds a message
according to the following steps:

1. Traverse the input triangular mesh to find a set of four triangles to be used as an
MEP.

2. Embed the marker value in the center triangle of the MEP by slightly changing the
coordinates of vertices v1, v2, and v4 such that the quantity pair {e14/e24, h4/e12} =
{b/a, h/c} (refer to Fig. 53.2) where eij represents the edge between vi and vj.

3. Embed a subscript and two data symbols in the remaining three triangles of the
MEP by slightly changing the coordinates of vertices v0, v3, and v5.

4. Subscript is embedded in the pair {e02/e01, h0/e12}, and two data symbols are
embedded in the pairs {e13/e34, h3/e14} and {e45/e25, h5/e24}. For each of the
three triangles, the algorithm first modifies the ratio hi/eij by changing only hi,
and then modifies the ratio eij/ekl while keeping the height hi constant.

5. Repeat (1) to (3) until all the data symbols of the message are embedded.

The TSQ extraction algorithm is a public scheme since it does not require the
original 3D model for extraction. The quantity pair {b/a, h/c} is the key to identify
marker triangles. Watermarks embedded by the TSQ algorithm remain detectable
against translation, rotation, and uniform-scaling transformations of the marked
3D models. However, the watermarks will be destroyed by randomization of
coordinates, or by topological alteration such as re-meshing, smoothing, and
simplification operations.

Fig. 53.1 a Example of dimensions quantities that define a set of similar triangles. b A macro-
embedding-primitive

Fig. 53.2 The binary state
space for a vertex: a the state
space formed by cylindrical
parameterization; b the state
space formed by the
conversion function for
computing value indices
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53.3 Fragile Watermarking for 3D Models

Fragile watermarking techniques for still images have been widely studied and
investigated in recent years [7, 8]. On the other hand, fragile watermarking for 3D
models got relatively less notice. There are two major functions in 3D fragile
watermarking: integrity checking and changed region locating. Moreover, a good
fragile watermarking scheme should be invariant to translation, rotation, and
uniformly scaling operations. Possible applications of public fragile watermarking
include demonstrating a digital material having not been changed (or having been
changed) in an official situation (e.g., in a court) and to confirm the received digital
material having not been changed at the receiver end. The functions of the 3D
fragile watermarking scheme are similar to that of digital signature. A comparison
of these two schemes is summarized in Table 53.1.

The authentication scheme for fragile watermarking consists two modules:
computing location indices and computing value indices.

53.3.1 Computing Location Indices

Step 1: Given a vertex coordinate v, the specified parameterization S : R3 ? R2
converts the vertex coordinate into a parameter coordinate by cylindrical param-
eterization [9]. A cylindrical parameterization process can be expressed as:

Sðm;nÞ vð Þ ! a; bð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

v� mk k2� n � v� mð Þð Þ2;
q

n � v� mð Þ
� �

ð53:1Þ

where (a, b) is the coordinate in the parameter domain, m is 3-D point and n is its
orientation. The range for each dimension of the parameter domain is a [ (0, ?)
and b [ (-?, ?), respectively.

Step 2: Convert the parameter coordinate formed in Step 1 into the so-called bin
coordinate, i.e., the location index (Lx, Ly). This conversion can be accomplished
by quantizing the parameter domain. Assume that the size of a 2-dimensional
watermark pattern is WM_X_SIZE 9 WM_Y_SIZE, the quantization formula for
a cylindrical parameterization domain is as follows:

Table 53.1 A comparison of fragile watermarking and digital signature applied in 3D models

Functions Digital signature Fragile watermaking

Verify the ID of the sender Yes No
Check the integrity of the documents Yes Yes
Locate the changed regions No Yes
Implementation cost High Low
Computation speed Slow Fast
Application fields General Different methods for different media

460 D. Khare et al.
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%W M X SIZE;

b
b
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%W M Y SIZE

� �
; ð53:2Þ

where b is the quantization step for ordinary numeric values and % represents a
modulus operator. A very important feature of the above design is that the
quantized parameterization domain and the watermark pattern together form a
binary state space. Such a state space is helpful for defining a legal domain of
alternation for a given vertex. The state space corresponding to the cylindrical
parameterization is illustrated in Fig. 53.2a.

53.3.2 Computing Value Indices

Even though any functions for converting a floating-point number into an integer
can be used to calculate value indices, the following conversion function was
designed since it is able to form a binary state space. Assuming that the size of
each look-up table is LUT SIZE, the conversion function is formulated as

p ¼ p1; p2; p3ð Þ ¼ vx

b

j k
%LUT SIZE;

vy

b

j k
%LUT SIZE;

vz

b

j k
%LUT SIZE

	 

;

ð53:3Þ

where b is the same quantization step as used to compute location indices. As we have
already mentioned, the quantization step b can be hard-coded into the implemen-
tation process. In addition, Fig. 53.2 reveals that the domain of acceptable alternation
for a given vertex can be defined as the intersection of the binary state spaces where
the values of both hash functions applied to that vertex match each other.

53.4 Performance Evaluation

For robust watermarking schemes, the embedded watermarks should resist against
various malicious attacks. The possible attacks include cropping, smoothing,
simplification, noising, re-meshing, vertex re-ordering, translation, rotation, and
scaling (uniformly or non-uniformly) operations. A good robust watermarking
scheme should resist against as many attacks as possible. For fragile watermarking
schemes, the extraction algorithm should be a public scheme, and it should detect
and locate the changed regions. Both robust and fragile watermarking schemes
control the distortion caused by the watermark embedding. Only a few researches
discussed about the topic of distortion control. In 3D models, the distance between
two surfaces X and Y can be defined by L2 measurement,
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d X; Yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
area Xð Þ

Z

x2X

d x; Yð Þ2dx

vuut ð53:4Þ

where d(x, Y) is the Euclidean distance from a point x on X to the closest point on
Y. We modify the definition of L2 measurement to d(M, M’) for representing the
average distortion of all vertices in a model,

d M;M�ð Þ ¼ 1
Mj j
XMj j

i¼1

vi � v�i
�� �� ð53:5Þ

where M and M’ are the original and marked models, respectively. The L2 mea-
surement should be treated as one measurement of performance evaluation criteria
for 3D model watermarking algorithms.

53.5 Conclusion

In this paper, we performed a survey on current 3D model watermarking tech-
niques by classifying major algorithms into classes, describing main ideas behind
each algorithm, and comparing their strength and weakness. The major function of
robust watermarking is for ownership claiming. The design goal of robust
watermarking is to make the embedded watermarks remain detectable after being
attacked. There three requirements for 3D robust watermark embedding: unob-
trusive, robust, and space efficient. Unobtrusive means the embedding must not
interfere with the intended use of a model. Robust means the embedded water-
marks should remain detectable after being maliciously attacked. Space efficient
means an embedding method should be able to embed sufficient amount of
information into models. The major function of fragile watermarking is for digital
content authentication and verification. The design goal of fragile watermarking is
to detect the slightest unauthorized modifications and locate the changed regions.
There are two major functions in 3D fragile watermarking: integrity checking and
changed region locating.
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Chapter 54
Graph Based Approach for Heart Disease
Prediction

M. A. Jabbar, B. L. Deekshatulu and Priti Chandra

Abstract The diagnosis of Disease is a significant and tedious task in Medicine.
The detection of heart disease from various factors or symptoms is a multilayered
issue which is not free from false presumptions often accompanied by unpre-
dictable effects. Thus the attempt to exploit knowledge and experience of several
specialists and clinical screening of data of patients collected in data bases to
facilitate the diagnosis process is considered a good option. The health care
industry collects huge amounts of health care data which unfortunately are not
mined, to discover hidden information for effective decision making. Discovery of
hidden patterns and relationships often goes unexploited. Advanced data mining
techniques can help remedy this situation. Weighted association rule mining is the
most useful data mining technique. Weighted association rules are association
rules with weights or strength of presence. As data mining techniques are being
introduced and widely applied to nontraditional item sets, existing approaches for
finding frequent item sets were out of data as they cannot satisfy the requirement
of these domains. Hence, an alternative method of modeling the objects in the said
data set is graph. Graph based algorithms efficiently solve the problem of mining
association rules. In this paper we propose an efficient algorithm which integrates
weighted association rule mining and graph based approach for heart disease
prediction for Andhra Pradesh population.

Keywords Andhra Pradesh � Heart disease � Maximum weighted clique �
Weighted association rule mining

M. A. Jabbar (&)
JNTU, Hyderabad, India

B. L. Deekshatulu
IDRBT, RBI Govt of India, Hyderabad, India

P. Chandra
Advanced System Laboratory, Hyderabad, India

V. V. Das (ed.), Proceedings of the Third International Conference on Trends in Information,
Telecommunication and Computing, Lecture Notes in Electrical Engineering 150,
DOI: 10.1007/978-1-4614-3363-7_54, � Springer Science+Business Media New York 2013

465



54.1 Introduction

India is undergoing rapid epidemiological transition as a consequence of economic
and social change, and cardiovascular disease is becoming an increasingly
important cause of death. India’s disease pattern has undergone a major shift over
the past decade. As per WHO report, at present out of every 10 deaths in India,
eight are caused by non communicable diseases such as cardiovascular diseases,
and diabetes in urban India. In rural India, six out of every 10 deaths is caused by
NCD’s [1].

Data from registrar general of India shows that heart attacks are major cause of
death in India. Studies to determine the precise cause of death in rural areas of
Andhra Pradesh have revealed that cardio vascular disease cause about 30 %in
rural areas [2].Hospitals and clinics accumulate a huge amount of patient data over
the years. This data provide a basis for analysis of risk factors for many diseases.
we can predict the level of heart attack to find patterns associated with heart
disease. Data mining is used to discover interesting patterns in medical data.

Data mining is a technology that blends traditional data analysis methods with
sophisticated algorithms for processing large volumes of data. Data mining is also
known as knowledge discovery in data bases is the process of automatically dis-
covering useful information in large data repositories [3].Association rule mining,
one of the most and well researched techniques of data mining was first introduced
by Agrawal et al. [4].It aims to extract interesting correlations, frequent patterns,
associations among sets of items in transactional data bases or other data reposi-
tories. Weighted association rules are association rules with weights or strength of
presence. The weights associated with the items signify the importance of items.
The items are given different weights in the transaction data bases. The main focus
in weighted frequent item sets mining concerns satisfying the downward closure
property. The downward closure property is usually broken when different weights
are applied to the items according to their significance [5].

Graph mining is the task of finding novel, useful and understandable graph
theoretic patterns in graph representation of Data[6].Graph based algorithms can
efficiently solve the problem of mining association rules.

In this paper we integrated the concept of weighted association rule mining and
graph based approach for heart disease prediction. We applied our new method on
heart disease patients of Andhra Pradesh population. The paper is organized as
follows. In Sect. 54.2 a brief review of some of the works on heart disease diagnosis
is presented. An introduction about heart disease and its effect is given in Sect. 54.3.
Heart disease data sets is presented in Sect. 54.4. Proposed method is explained in
Sect. 54.5. Section 54.6 deals with results and discussion. We conclude our
Remarks in Sect. 54.7.
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54.2 Related Work

Numerous works in literature related with heart disease diagnosis using data
mining techniques have motivated our work. A model intelligent heart disease
prediction system (IHDPS) was proposed by Palaniappan [7]. IHDPS was capable
of answering queries that the conventional decision support system were not able
to. The problem of identifying constrained association rules for heart disease
prediction was studied by Carlos Ordonez [8].Three constraints are introduced to
decrease the no. of patterns. Their experimental result shows that constraints
reduced the no. of discovered rules remarkably besides decreasing the running
time.

Enhanced prediction of heart disease with feature subset selection was proposed
by Anbarasi et al. [9].the objective of their work is to predict more accurately the
presence of heart disease with reduced no. of attributes.

Patil et al., proposed an efficient approach for the extraction of significant
patterns from heart disease ware house for heart attack prediction [10].

Jabbar et al., proposed cluster based association rule mining for heart attack
prediction [11].Their method is based on digit sequence and clustering. The entire
data base is divided into partitions of equal size, and from each cluster heart
disease patterns are mined. Their approach reduces main memory requirement
since it considers only a small cluster at a time and it is scalable and efficient.

54.3 Basic Concepts

In this section we will present basic concepts of association rule mining, weighted
association Rule mining, graph concepts, and heart disease.

54.3.1 Association Rule Mining

Association rule finds interesting associations and/or correlations among large sets
of data items. Association rule shows attribute value conditions that occur fre-
quently together in a given data set. A typical and widely used example of asso-
ciation rule mining is market basket analysis. The problem of association rule
mining can be described as below. If I = {I1,I2,… In} is the set of items. Suppose
D is data base transaction set and each transaction T contains set of items, such
that T ( I. Each transaction has identifier called as TID. Suppose A is a set of
items and transaction T is said to contain A only if A ( T. association rule is an
implication like A =[ B in which A, B , I and A \ B = Ø. There are 2
important basic measures for association rules, support and confidence.
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Support A ¼ [ Bð Þ ¼ P AUBð Þ ð54:1Þ

Confidence A ¼ [ Bð Þ ¼ Support AUBð Þ=support Að Þ ð54:2Þ

Association rule mining has been decomposed to the following 2-step process.
(1) Finding all frequent item sets (2) generate strong association rules from the

frequent item sets. These rules must satisfy minimum support and minimum
confidence. The overall performance of mining association rules is determined by
first step.

54.3.2 Weighted Association Rule Mining

weight of an item is a non negative real number which is assigned to reflect the
importance of each item in the transaction data base [12] for a set of items
I = {I1,I2,…In},weight of a pattern P{x1,x2,…xn}is given as follows

WeightðpÞ ¼
XlengthðpÞ

q¼1

weightðxqÞ=lengthðpÞ ð54:3Þ

A weight support of a pattern is defined as a resultant value of multiplying the
pattern support with the weight of pattern. So the weighted support of a pattern P is
given as

Wsupport pð Þ ¼ weight Pð Þ � support Pð Þ ð54:4Þ

An item set X is called a large weighted item set if the weighted support of the
item set X is greater than or equal to the weighted support threshold.
Support(X) C Wminsupport

The motivations behind introducing weights are listed below.

1. For unweighted case, whether a rule is interesting or not depends on the count
of the item sets in a data base. Weights can represent the knowledge for the
items.

2. Weights can provides the users with a convenient way to indicate the impor-
tance of the attributes, and obtain more interesting rules

3. Weights can be adjusted according to the human experts. Different knowledge
can generate different rules.

4. Suppose we separate the supports and weights, we can find item sets having
both sufficient support and weights. However this may ignore some interesting
knowledge.

5. Suppose we separate the supports and weights and find the item sets with
sufficient support or weights. However it may not allow us to handle the mining
process efficiently.
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6. Multiplication can provide us a balance between the weight and support.
Weights can be ‘‘Adjusting factor of support’’. The multiplication is the easiest
way to do this. It will dramatically lower the weighted support, if the weight is
very low, and it will keep the original support value if the weight is 1

54.3.3 Graph Concepts

A graph G consists of a pair (V(G),X(G)) where V(G)is a non empty finite set
whose elements are called points or vertices and X(G)is a set of unordered pairs of
distinct elements of V(G).The elements of X(G) are called lines or edges of the
graph G.A graph H = (v1, x1) is called a sub graph of G = (V, X) if vi�V and
x1�X. A sub graph G1 is said to be complete if there is an arc for each pair of
vertices. A complete sub graph is also called a clique. A clique is maximal if it is
not contained in any other clique. In the maximum clique problem the objective is
to find the largest complete sub graph in a graph. If a weight is given to each edge,
the sub graph is known as a weighted sub graph, and the weight of the sub graph is
given by the sum of the weights in the edges [13].

Clique weight ¼
X

weight i; jð Þ; 8 edge i; jð Þ 2 clique ð54:5Þ

A clique can represent a common interest group. If a graph with weights in the
edges is used, the highest weighted clique corresponds to the common interest
group whose elements communicate the most among themselves. The maximum
clique problem is an important problem in combinatorial optimization with many
applications like market analysis, project selection and signal transmission [14].

54.3.4 Weighted Cosine Measure

In this subsection we introduce a new measure weighted cosine measure for
finding weighted association rules. The cosine similarity, also known as uncen-
tered Pearson correlation, has been widely used for mining association patterns,
which contain objects strongly related to each other. As a widely used measure, the
cosine similarity is suitable for high –dimensional item vectors, has the important
null variant property [15].cosine measure often produces high quality results
across different domains. In the field o association analysis, cosine similarity is
defined as an interesting measure to a specific item set. For a 2 item set X = {i2,
i1}, the cosine measure of X is defined as

Cos Xð Þ ¼ Support I2; I1ð Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
support i2ð Þ � support i1ð Þð Þ

p
ð54:6Þ
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For k-item set X = {ik, … i2, i1} cosine measure is defined as

Cos Xð Þ ¼ support Xð Þ=K
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p support Ikð Þ

p
ð54:7Þ

Range of cosine measure is [0, 1] if the resulting value of the above equation is
between 0 and 1, and then the item sets are correlated to each other.

Weighted cosine ¼ weighted support A \ Bð Þ=SQRT Support Að Þ �WSupport Bð Þð Þ
ð54:8Þ

Where Wsupport ¼Weight of item � support count ð54:9Þ

According to Piatetsky and Shapiro [16] a good measure should satisfy the three
key properties. Consider the interesting rule A =[B to be evaluated by a measure
M, the three properties are

(1) M = 0 if X and Y are statistically independent
(2) M Monotonically Increase with P (AUB) when P (A) and P(B) remain the

same.
(3) M Monotonically Decrease with P (A) or P(B) when the rest of parameters P

(AUB) and P(B) or P (A) remain unchanged. Our new measure satisfies the
above three properties.

54.4 Heart Disease

Heart disease is a type of cardiovascular disease. In addition to heart disease, the
term cardiovascular disease encompasses a variety of heart conditions, such as
high blood pressure and stroke. Coronary heart disease (CHD) is caused by a
narrowing of the coronary arteries, which results in a decreased supply of blood
and oxygen to the heart.CHD includes myocardial infarction, commonly referred
to as a heart attack, and angina pectoris, or chest pain. A heart attack is caused by
the sudden blockage of coronary artery, usually by a blood clot, and chest pain
occurs when the heart muscle does not receive enough food. Another type of heart
disease is a heart rhythm disorder, which includes rapid heart murmurs, and other
unspecified disorders. Congestive heart failure (CHF) which is often the end stage
of heart disease is another disease of the heart [17].In our research we mined
association among various attributes which leads to heart disease
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54.5 Methodology

This section describes our proposed algorithm in detail. The algorithm has two
parts.

(1) First part calculates weighted cosine values of each edge and constructs the
weighted graph.

(2) In the Second part algorithm generates maximum cliques from the constructed
weighted graph and builds the relation among the attributes which leads to
heart disease.

We have taken 13 attributes [18] and assigned weights to each attribute which
will are shown in Tables 54.1, 54.2

54.5.1 Algorithm Description

STEP 1) Assign weights to each attribute 0 \ Wa \ 1
STEP 2) Wsup (a) = (Wa)* support count
STEP 3) Generate candidate 2-item sets
STEP 4) Compute Wcosine of 2-item sets

Wcosine (A, B) = Wsup (A \B)/HWsup (A)*Wsup (B)

STEP 5) If Wcosine (item set) \ minimum weighted cosine, Prune corresponding
Item set

Table 54.1 Cardiology patient data

Sl.no Attribute name Comments Numeric
value

1 Age Age in years –
2 Sex Patient gender 0 or 1
3 Chest pain type Angina, abnormal angina, no tang, asymptomatic 1-4
4 Blood pressure Resting blood pressure upon hospital admission –
5 Cholesterol Serum cholesterol –
6 Fasting blood

sugar
Is fasting blood sugar less than 120 0,1

7 Resting ECG Normal, abnormal, hyp 0,1,2
8 Maximum heart

rate
Maximum heart rate achieved –

9 Induced angina Does the patient experience angina as a result of
exercise

0,1

10 Old peak ST depression induced by exercise relative to rest –
11 Slope Up, flat, down 1–3
12 CA Number of major vessels colored by fluoroscopy 0,1,2,3
13 Thal Normal, fixed defect, reversible defect 3,6,7
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STEP 6) Obtain the adjacency matrix of the weighted graph (V, E) and generate
the
Graph using 2-item set weighted cosine
STEP 7) Using recursive DFS, find maximum K-cliques in a graph. Where
k = floor (1/2)*(log n/log2) and n = |v|, that corresponds to association rules to
Predict Heart disease.

54.6 Results and Discussion

To assess the performance of our graph based weighted association rule mining,
we applied on heart disease data collected from various corporate hospitals in
Andhra Pradesh. Association rules generated predicting heart diseases are

(1). (Age 41–65 and BP [ 120 and maximum heart rate achieved and
CA \=3) =[ heart disease

(2). (Age 41–65 and gender male and cholesterol [ 240 and maximum heart rate
achieved and CA \=3) =[heart disease

(3). (gender male and maximum heart rate achieved and old peak [ 0 and
slope [=2 and CA \=3) =[ heart disease

(4). (BP [ 120 and resting ECG [ 2 and maximum heart rate achieved and old
peak [ 0 and slope [=2 and CA \=3) =[ heart disease

(5). (chest pain [ 3 and BP [ 120 and old peak [ 0 and slope [=2 and
CA \=3) =[ heart disease

Rule 1 says that if a person‘s age is above 45 and has high blood pressure and
when he attains maximum heart rate then he has a high probability of having heart

Table 54.2 Medical data attributes and their corresponding weights

Attribute and corresponding weight

1) Age [ 40 = 0.3, Age 41–65 = 0.7, Age [ 65 = 0.8
2) Male = 0.3, Female = 0.8
3) Chest pain type \=3 = 0.5, Chest pain type [=3 = 0.3
4) BP [ 120 = 0.8
5) Cholesterol [ 240 = 0.9
6) Fbs = True = 0.5, Fbs = False = 0.3
7) Resting ECG [ 2 = 0.3
8) Maximum heart rate = 0.9
9) Induced angina = yes 0.8, Induced angina = no = 0.3
10) Old peak [ 0 = 0.5
11) Slope [=2 = 0.3
12) CA \=3 = 0.3 CA [ 3 = 0.3
13)Thal \=3 = 0.3, Thal [ 3=0.5
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disease. Rule 2 states that if a person is male and age is above 40 years with high
blood pressure and cholesterol levels and maximum heart rate, then he has high
chance of getting heart disease. Rule 3 to 5 confirm heart disease for risk factors
like chest pain, blood pressure and with maximum heart rate achieved. These
Rules characterize the patient with coronary disease.

54.7 Performance Evaluation

We evaluated the performance of our algorithm on medical data sets. Experiments
are carried out using java programming language. In Fig. 54.1 running time is
measured upon No. of vertices in a graph

For a certain range of vertices, the running time is moderately increasing in
polynomial behavior. However, if the number of vertices exceeds range, the
running time increases with an astronomical growth rate. In Fig. 54.2 Running
time is measured on different graph density i.e. the number of edges in a graph
varies. And the running time increases in a polynomial time.

Time complexity: Time taken for generating frequent item sets and con-
structing the weighted graph is O(n) and to find maximum weighted clique is
O(N3)where n is no. of items.

Fig. 54.1 No. of vertices vs.
Execution time

Fig. 54.2 No. of Edges vs.
Execution time
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54.8 Conclusion

The objective of our work is to predict more accurately the presence of heart
disease. Rules with risk factors like Age, high BP, and cholesterol were extracted.
The Results and Discussion section discussed several important association rules
predicting presence of heart disease. Graph based weighted association rule mining
efficiently solve the problem of mining association rules. In future work we plan to
develop data mining system for predicting heart disease using artificial
intelligence.
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Chapter 55
Elimination of Black Hole and False Data
Injection Attacks in Wireless Sensor
Networks
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Abstract Wireless Sensor Networks (WSNs) are currently being used in a wide
range of applications that demand high security requirements. Since sensor net-
work is highly resource constrained, providing security becomes a challenging
issue. Attacks must be detected and eliminated from the network as early as
possible to enhance the rate of successful transactions. In this paper, we propose to
eliminate Black Hole and False Data Injection attacks initiated by the compro-
mised inside nodes and outside malicious nodes respectively using a new
acknowledge scheme with low overhead. Simulation results show that our scheme
can successfully identify and eliminate 100 % black hole nodes and ensures more
than 99 % packet delivery with increased network traffic
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55.1 Introduction

In Wireless Sensor Network the sensor nodes are usually deployed in harsh,
unattended, remote areas and have limited sensing, computation and communi-
cation capabilities. The sensor networks are often exposed to various malicious
attacks and the conventional defense mechanisms are not suitable because of its
highly resource constrained nature. The security mechanisms should be strong
enough and undoubtedly energy efficient to prevent attacks by malicious nodes to
reduce the wastage of sensor resources and to provide authentication and integrity
to sensed data. This paper proposes to detect and eliminate black hole attack which
is a simple form of selective forwarding attack, where a malicious node may drop
all the packets passing through it without forwarding to the sink node. We consider
false data injection attack from outside malicious nodes i.e. where an attacker
injects false data reports into the network and depletes the energy of the for-
warding nodes.

55.2 Related Works

Zia and Zomaya [1] have analyzed Attacks, countermeasures and threat models in
different layers of WSNs. Arif et al. [2] have designed Virtual Energy-Based
Encryption and Keying (VEBEK) scheme, resulting in reduced number of over-
head messages thereby increasing the lifetime of WSNs. The intermediate nodes
can verify the authenticity and integrity of the incoming packets using a predicted
value of the key generated by the senders virtual energy, without any need for
specific rekeying messages. This work does not address insider attacks and
dynamic paths. Misra et al. [3] have proposed an efficient technique, BAMBi, to
mitigate the adverse effects of black hole attacks in WSNs. Bysani and Turuk [4]
have discussed about selective forwarding attack, its types and some mitigation
schemes to defend such attacks. Kaplantzis et al. [5] have developed a centralized
Intrusion Detection Scheme (IDS) based on Support Vector Machines and sliding
windows. It uses only two features to detect selective forwarding and black hole
attacks. Ba et al. [6] have discussed a deterministic key management scheme,
DKS-LEACH, to secure LEACH protocol against malicious attacks.

55.3 Problem Definition and Algorithm

Sensor Networks are deployed in harsh, unattended remote areas that are sus-
ceptible to various inside compromised node attacks (Black Hole) and outside
malicious node attack (False Data Injection attacks). Node based authentication
using cryptographic keys is ineffective in addressing insider attacks. The outside
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malicious node false data injection attacks needs to be detected and eliminated.
The objectives are: (i) To detect and eliminate black hole attack using a new
acknowledgement scheme with low overhead. (ii) To ensure authenticity and
integrity of transmitted packets by preventing false data injection by outside
malicious nodes.

55.3.1 Algorithm

The algorithm for detection and elimination of Black Hole and False Data
Injection attack consists of six steps:

(i) Keying process: This process involves dynamic key generation. When a node
senses some data, it must authenticate the sensed data before transmitting to the
sink node. Here we have used virtual energy-based keying process [2]. The
dynamic key is generated as a function of current virtual energy of the sensor
node. The key for first packet is generated as a function of initial virtual energy
and initial vector of sensor node. Later keys are generated based on current
virtual energy and previous key of the sensor. The dynamic key obtained from
keying process is fed to RC4 algorithm to get permutation code Pc. The per-
mutation is mapped to a set of actions to be taken on the message. Eg., Simple
operations like shift, interleaving, 1’s complement etc. The resultant packet
format is: {ID, {ID, TYPE, DATA, event ID}Pc}.

(ii) DownStream Process: Downstream represents direction towards sink node.
When a source node sense some event, it appends nodeID, type and event ID
along with the sensed data and encode the whole data using virtual energy-
based encryption mechanism [2]. Then forward the packet along with its
plaintextID to next hop and wait for a pre-defined time to receive sink
acknowledgement from its downstream neighbor. It stores the event ID in its
cache until it receives ACK_ SINK.

(iii) Adressing False Data Injection attacks: When a forwarder node receives a
packet, it authenticates the packet by performing virtual energy-based
decoding and compares the plaintextID with decodedID. Malicious packets
inserted by outsiders (False Data Injection attack) will be dropped immedi-
ately. The authentic packets will be forwarded to next downstream node
along the path to the sink node after doing encoding operation. After for-
warding, it will store the event ID and upstream nodeID in its own cache until
it receives ACK SINK. This process continues up to the sink node. Table 55.1
shows the actions taking place in the downstream direction and elimination of
False Data Injection.

(iv) Upstream Process: Upstream refers direction towards source node. After
verifying the received packet, the sink node will send an acknowledgement
back to the source node through intermediate nodes. The acknowledgement,
ACK SINK consists of event ID and the upstream nodeID. If a node receives
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the acknowledgement from sink within the time interval, it will compare the
event ID field in ACK SINK with the one stored in its own cache. If it
matches, the corresponding transmission will be considered as successful and
removes the corresponding entry from its own cache and forwards ACK
SINK to its upstream node. This process will continue up to the source node.

(v) Adressing Communication Errors: When a packet or ACK traverses through
the network, they can be lost due to some communication error. A node C will
transmit a packet threshold number of times and wait for acknowledgements
before considering the downstream node D as malicious. If node C fails to
receive ACK SINK, the downstream node D is considered as malicious or
black hole.

Table 55.1 Algorithm for downstream process of BHnFDIA

Let t= predefined time, msg
pc
=message encrypted using pc, FN=Forwarder  

node S=source ;
begin

if ( node v == S and S sense some event)  then
msg = append (event_ID, nodeID, type, sensed_data)
key = DynamicKey(virtual_energy, plaintextID)
pc = RC4 (key, plaintextID)
msg

pc   
= encode (msg,pc) 

pkt = append ( plaintextID,   msg
pc 

)
forward pkt to next hop
wait(t)
cache(event_ID)

endif 
if ( node v == FN)  then

receive pkt 
key = DynamicKey(virtual_energy, plaintextID)
pc = RC4 (key, plaintextID)
msgID = decode (msg,pc) 
x = compare(msgID,plaintextID)
if (x == true) then 

reencode and forward pkt to next hop 
wait(t)
cache(event_ID,upstream_nodeID)

else 
find key by decrementing virtual_energy threshold times
if failed drop packet

endif
endif

end
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(vi) Addressing Black Hole Attack: When a packet traverses from source to sink
through multiple hops, if a malicious node acts as a black hole, it will drop all
the incoming packets without forwarding to sink node [4]. No acknowl-
edgement is be sent to upstream node. After timeout, the node just before the
attacker in the downstream direction marks the malicious node and sends a
negative acknowledgement, NACK towards the source node. The successive
packets received at the node just before the black hole in the downstream
direction will be re-directed using another route to the sink node. It will
broadcast an ALERT INFO message to all its neighbours so that they can
avoid this particular node from the routes. Table 55.2 gives the steps involved
in downstream process and elimination of Black Hole attack.

Table 55.2 Algorithm for upstream process of BHnFDIA

(i) Upstream Process
begin

if ( node v == Sink)  then
verify pkt
send ACK_SINK in upstream direction

endif
if ( node v == FN)  then

receive ACK_SINK 
if ( ACK_SINK event_ID == cache event_ID ) then

remove corresponding entry form cache 
forward ACK_SINK in upstream direction

endif 
endif

end
(ii) Elimination of BH attack
Let j = 0, threshold = 5, SN = suspected node
begin

if ( node v == predecessor (SN) in downstream direction ) then
wait for ACK_SINK till time-out
if time out occurs

send NACK towards S, increment j  
wait for ACK_SINK for next packet
if j exceeds threshold then 

mark SN as BH 
redirect successive packets to another route 
broadcast ALERT_INFO among neighbours

endif
endif

endif
end
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55.4 Implementation and Performance Evaluation

We evaluate the performance of our scheme by simulation using MATLAB and
compare it with other existing schemes in terms of packet delivery rate and fil-
tering efficiency. Nodes are randomly deployed into 100 9 100 m2. All sensor
nodes are assumed to have same communication ranges. The routing algorithm is
deployed on unreliable MAC protocol and there may be ACK or packet drops in
the network. The network also experience black holes. Outside attackers may have
spoofed valid node identifier. The inside attacker may have all the valid crypto-
graphic details of the node.

Packet Delivery Rate: The packet delivery rate is calculated as the ratio
between the number of packets that are sent by the source node and the number of
packets that are received by the sink node. Figure 55.1 shows the results for
successful packet delivery rate of our algorithm without enabling re-transmissions.
As can be seen from the Fig. 55.1, packet delivery rate increases with increase in
the packet count. This is because only a small threshold number of packets, say 5,
need to be dropped in the process of detecting a single black hole. After dropping
threshold packets, the upstream node of black hole will re-route the successive
packets and informs neighbor nodes to avoid black hole through ALERT_INFO
message. The downward slope is obviously due to the increase in black holes. As
the number of compromised nodes increase, more packets will be dropped until all
the black holes are detected.

Comparison of Packet Delivery Rate: Figure 55.2 compares the packet
delivery rate of BHnFDIA with previous work VEBEK schemes in the presence
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and absence of black holes. When there are no black holes, both schemes have
almost same packet delivery rate. But when black holes are present, our scheme
has 30–95 % more successful packet delivery. The energy consumption for keying
process being same for both, but with ACK_SINK packet our scheme provides
more security to address insider attacks As authentication is performed at every
hop, malicious data inserted by outside attackers will be dropped within one hop
itself. Hence the filtering efficiency is almost 100 %, irrespective of the number of
malicious packets.

55.5 Conclusions

In WSNs for several applications, security is a major concern. In this paper, we
propose algorithm to overcome Black Hole and False Data Injection Attack
(BHnFDIA) in WSNs. It provides a new acknowledgement based detection
scheme which helps to simplify the elimination of black holes and guarantees
successful delivery of packets to destination. Our algorithm can eliminate false
data injection by outside malicious nodes. Simulation results show that our
algorithm can successfully identify and eliminate 100 % black hole nodes. Since
authentication is performed at every hop malicious packets are immediately
removed with 100 % filtering efficiency. Our scheme ensures more than 99 %
packet delivery with increased network traffic. Our future work will incorporate
other insider attacks without adding much communication overheads.
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Chapter 56
An Efficient Algorithm for Finding
Frequent Sequential Traversal Patterns
from Web Logs Based on Dynamic Weight
Constraint

Rahul Moriwal and Vijay Prakash

Abstract Many frequent sequential traversal pattern mining algorithms have been
developed which mine the set of frequent subsequences traversal pattern satisfying
a minimum support constraint in a session database. However, previous frequent
sequential traversal pattern mining algorithms give equal weightage to sequential
traversal patterns while the pages in sequential traversal patterns have different
importance and have different weightage. Another main problem in most of the
frequent sequential traversal pattern mining algorithms is that they produce a large
number of sequential traversal patterns when a minimum support is lowered and
they do not provide alternative ways to adjust the number of sequential traversal
patterns other than increasing the minimum support. In this paper, we propose a
frequent sequential traversal pattern mining algorithm with weights constraint. Our
main approach is to add the weight constraints into the sequential traversal pattern
while maintaining the downward closure property. A weight range is defined to
maintain the downward closure property and pages are given different weights and
traversal sequences assign a minimum and maximum weight. In scanning a session
database, a maximum and minimum weight in the session database is used to
prune infrequent sequential traversal subsequence by doing downward closure
property can be maintained.

Keywords Sequential traversal pattern mining � Weight constraint � Web usage
mining � Data mining
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56.1 Introduction

The World Wide Web is an immense source of data that can come either from the
Web content, represented by the billions of pages publicly available, or from the
Web usage, represented by the log information daily collected by all the servers
around the world. Web Mining is that area of Data Mining which deals with the
extraction of interesting knowledge from the World Wide Web [1].

More precisely, Web Content Mining is that part of Web Mining which focuses
on the raw information available in Web pages; source data mainly consist of
textual data in Webpages (e.g., words, but also tags); typical applications are
content-based categorization and content-based ranking of Web pages [2]. Web
Structure Mining is that part of Web Mining which focuses on the structure of Web
sites; source data mainly consist of the structural information present in Web pages
(e.g., links to other pages); typical applications are link-based categorization of
Web pages, ranking of Web pages through a combination of content and structure
[3], and reverse engineering of Web site models. Web Usage Mining is that part of
Web Mining which deals with the extraction of knowledge from server log files;
source data mainly consist of the (textual) logs that are collected when users access
Web servers and might be represented in standard formats (e.g., Common Log
Format, Extended Log Format, LogML) [4]; typical applications are those based
on user modeling techniques, such as Web personalization, adaptive Web sites,
and user modeling. Figure 56.1 shows the main application areas of WUM.

Srivastava et al. [5] systematically discuss the development of WUM and
classify the content of WUM. Zhang and Liang [6] show the importance of data
preprocessing in Web Usage Mining and present an algorithm called ‘‘USIA’’
which boasts high efficiency. Wang and Meinel [7] point out that user behaviors
recovery and pattern definition play more important roles in web mining than other
applications so they give a new insight on behavior recovery and complicated
pattern definition. As current Web Usage Mining applications rely exclusively on
the web server log files, Guo et al. [8] propose a system that integrates Web page
clustering into log file association mining and use the cluster labels as Web page

Fig. 56.1 Scalability with
number of frequent sequential
traversal patterns
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content indicators in the hope of mining novel and interesting association rules
from the combined data source.

Sequential pattern mining has been Apriori based sequential pattern mining was
used based on the downward closure property. That is, if any length k sequential
pattern is not frequent in a sequence database, superset sequential patterns can not
be frequent. Using this characteristic,

56.2 Problem Definition and Related Work

56.2.1 Problem Definition

Let P = {Pl, P2… Pn} be a unique set of pages. A session S is an ordered list of
itemsets, denoted as (sl, s2,.., sm), where sj is an itemset which is also called an
element of the session, and sj ( P. That is, S = (sl, s2,..,sm)and sj is (x1 x2…
xk),where Xt is an item. The brackets are omitted if an itemset has only one item.
An item can occur at most one time in an element of a sequence but it can occur
multiple times in different elements of a sequence. The size S of a sequence is the
number of elements in the sequence. The length, l(s), is the total number of items
in the sequence. A sequence with length 1 is called an 1-sequence. A sequence
database, D = {Sl, S2,.., Sn}, is a set of tuples (sid, s), where sid is a sequence
identifier and Sk is an input sequence. A sequence a = (X1, X2,.., Xn) is called a
subsequence of another sequence b = (Y1, Y2,.., Ym) (n B m), and b is called a
super sequence of a if there exist an integer 1 \ i1 \ … \ in \ m such that
X1 ( Yi1,…, Xn ( Yin. A tuple (sid, S) is said to contain a sequence Sa if S is a
super sequence of Sa. The support of a sequence Sa in a sequence database D is the
number of tuples in SDB that contains Sa.

56.2.2 Related Work

GSP mines sequential patterns based on an Apriori like approach by generating all
candidate sequences. This is inefficient and ineffective. To overcome this problem,
the database projection growth based approach, FreeSpan, was developed.
Although FreeSpan outperforms the Apriori based GSP algorithm, FreeSpan may
generate any substring combination in a sequence. The projection in FreeSpan
must keep all sequences in the original sequence database without length
reduction.

PrefixSpan, a more efficient pattern growth algorithm was proposed which
improves the mining process. The main idea of PrefixSpan is to examine only the
prefix subsequences and project only their corresponding suffix subsequences into
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projected databases. In each projected database, sequential patterns are grown by
exploring only local frequent patterns.

In SPADE, a vertical id-list data format was presented and the frequent
sequence enumeration was performed by a simple join on id lists. SPADE can be
considered as an extension of vertical format based frequent pattern mining.
SPAM [9] utilizes depth first traversal of the search space combined with a vertical
bitmap representation of each sequence.

Proposed Work In this section, we suggest an efficient sequential traversal pattern
mining algorithm in which the main approach is to apply weight constraints into
the frequent sequential traversal tree while maintaining the downward closure
property. We discuss our algorithm in detail and show actual examples for
sequential traversal pattern mining with weight constraint.

Definition 3.1 Weight Range A weight of a web page is a non-negative real
number that shows the importance of each web page. The weight of each web page
is assigned to reflect the importance of each web page in the session database.

Definition 3.2 Traversal sequence with Weight We can use the term, traversal
sequence with weight to represent a set of sequential traversal patterns with
weight.

Definition 3.3 Average Weight of Traversal We can use the term; average weight
of subsequence is the sum of weight all pages in traversal divided by total number
of pages in sequence.

Definition 3.4 Minimum and Maximum Weight of Subsequence Here we define
the maximum and minimum weight of traversal is average weight. If the weight of
sequence come under the maximum and minimum weight range than given
sequence is frequent otherwise infrequent.

A. Sequential traversal pattern with weight constraint
In this paper, pages of traversals are assigned with weights to show their

importance. For example, when users traverse web site, they may have different
interest in each page, and therefore stay for different times. Web pages can be
assigned with a weight standing for the user stay time, frequency of pages, content
of pages and type of web site. This paper generalizes the mining problem to the
case where pages of traversals are given such weights showing their importance.
The weights are taken into account in the measurement of support, the ratio of
traversals which contains a candidate pattern (Table 56.1).

In this section, we propose the concept of sequential traversal patterns with
weight constraint, and show their importance. Example: In session S1 the weight of
P2 is 0.2 and the support is 4. The weight range for P2 is from 0.45 to 0.67. So,
when we construct the frequent sequential traversal pattern tree P2 is eliminated
from session (Table 56.2).

B. Frequent Sequential Traversal Pattern Tree with weight constraint
In this section, a data structure called FSTP-tree is constructed. FSTP-Tree is a

data structure, which must satisfy the following conditions. Firstly, it consists one
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root ‘‘null’’, a set of item prefix subtrees as the children of the root, and a frequent -
page head table. Secondly, every page in the page prefix subtree contains three
fields: the name of the page, the support of the page, and a link to the next same
page. Thirdly, every page in the frequent-page table contains three fields: the name
of the page, the weight range and a link to the first node in the tree which denotes
this page. The following algorithm to build the FSTP-tree:

Algorithm 1 (FSTP-tree Building: Building FSTP-tree of the SDB)
Input: A session database SDB, weights of pages and a minimum support
Output: corresponding FSTP-tree
Method:

1. Scan the whole SDB and find frequent pages from SDB based on support and
weight range assign to the page. Here we add only those pages that come
under the weight range and contribute to the support and those not come in
given range consider as outlier and not contribute to support.

2. Create the root of the FSTP-tree, and label it NULL.
3. Scan the whole SDB for the second time. For each session in the SDB, we

only preserve the pages which are frequent and have a weight in given weight
range, and hold the traversal sequences of pages. The different branches of
same prefix can be merged.

Table 56.1 A sequence database as a running example

Sid Traversal
Sequence

Weight

S1 P2 P1 P3 0.2,0.3,0.12,0.34,0.6,0.3
P4P1P5

S2 P1 P2 P4 0.12,0.5,0.91,0.12,0.4,0.26
P3 P4 P2

S3 P1 P2 P1 0.6,0.2,0.32,0.56,0.45,0.7
P3P6 P7

S4 P2 P3 P6 0.5,0.56,0.32,0.23,0.7,0.54
P5 P1 P4

Table 56.2 The example of page with weight range

S.No. Page Support Weight range

1 P1 4 0.12– 0.56
2 P2 4 0.45–0.67
3 P3 4 0.23–0.67
4 P4 3 0.12– 0.45
5 P5 2 0.34–0.67
6 P6 2 0.24–0.8
7 P7 0 0.12– 0.56
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C. FSTPMW Algorithm
The divide-and-conquer strategy is used for finding frequent sequential tra-

versal patterns. To handle the ordered problem, the FSTPMW uses a merging
method. Each frequent ordered pattern whose first page is P1 must be contained in
one or more session. The merging process in fact is rebuilding a smaller FSTP-
tree. This time, the relative sessions all contains P1 as the first web page.

The complete algorithm given as:

Algorithm 2 (FSTPMW: Mining frequent sequential traversal pattern)
Input: FSTP-tree
Output: frequent sequential traversal pattern
Method: call FSTPMW (Weight range for each page, support, Minimum &
Maximum Weight Range)
Procedure FSTPMW (FSTPtreeRootNode node,String prefix)
{
for each node x in the corresponding page head table do
if x.support less than minimum support then
calculate the average weight of prefix
if minimum weight\=average weight\=maximum weight{
output prefix;
}
return;
else if i.subs.count == 0 then prefix = prefix ? i.content;
calculate the average weight of prefix
if minimum weight\=average weight\=maximum weight
{
output prefix;
}
return;
else
call CombineTree(i);
for each node j in i.subs do
call FSTPMW (j, prefix ? i); end for
end if end for
}

56.3 Analysis and Performance Evaluation

In this section, we present our performance study over various datasets. We report
our experimental results on the performance of FSTPMW in comparison with a
recently developed algorithm; WSpan, which is the fastest algorithm for mining
sequential patterns. The main purpose of this experiment is to demonstrate how
effectively the sequential traversal patterns with weight constraint can be generated
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by incorporating a weight page, weight of sequence with a support. First, we show
how the number of sequential traversal patterns can be adjusted through user
assign weights, the efficiency in terms of runtime of the FSTPMW algorithm, and
the quality of sequential traversal patterns. Second, we show that FSTPMW has
good scalability against the number of sequence transactions in the datasets.

56.3.1 Environmental Results. Comparison of FSTPMW
and WSpan

In this performance test, we focused on the efficiency of using a weight range. Our
experiment shows that in most cases, FSTPMW outperforms WSpan. First, we
evaluate the performance on the kosarak dataset (Fig. 56.2).

56.3.2 Further Extension

FSTPMW basically focuses on sequential pattern mining with weight constraint
uses a weight range to adjust the number of sequential traversal patterns. Frequent
sequential traversal pattern mining can be extended by considering levels of
support and/or weight of sequential traversal patterns. There are many areas in
which items have different importance and patterns with a similar level of support
and/or weight are more meaningful.

Fig. 56.2 Runtime
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56.4 Conclusion

Many studies exist on mining sequential frequent patterns. One of the main lim-
itations of the traditional approach for mining sequential traversal patterns is that
all items are treated uniformly, while each page of web site has different impor-
tance. Moreover, previous sequential traversal pattern mining generates a very
large number of subsequence as the minimum support becomes lower. In this
paper, we developed FSTPMW which focused on frequent sequential traversal
pattern mining with weight constraint. A weight range is used to adjust the number
of sequential patterns. The extensive performance analysis shows that FSTPMW is
efficient and scalable in mining sequential traversal pattern.
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Chapter 57
A Blind Watermarking Algorithm
for Audio Signals Based on Singular Value
Decomposition

Ankit Murarka, Anshul Vashist and Malay Kishore Dutta

Abstract This paper proposes a blind digital watermarking scheme for audio
signals based on Singular Value Decomposition (SVD) and Quantization Index
Modulation (QIM). The process involves a watermark using a binary image file
which has been readjusted using Arnold Transform before being embedded into
the host signal. Synchronization code is embedded into the audio signal so that the
watermark has the capability of self-synchronization against attacks. Experimen-
tation is done to check the robustness of the proposed scheme in the presence of
various attacks. Experimental results indicate that the proposed scheme provides
good imperceptibility and robustness under various signal processing attacks.

Keywords Digital watermarking � Singular value decomposition � Perceptual
transparency

57.1 Introduction

With the development of internet and transmission of digital data over the internet,
it is easy to produce and distribute illegal copies of digital audio media. The fact
that one can get any kind of information from the internet has given rise to
numerous problems one of which is copyright infringement. Hence there is an
increased need for mechanisms to protect the ownership of digital data [1]. Digital
Watermarking is an effective technique which can deal with the problem of
copyright infringement [2]. Watermarking is defined as adding some digital
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information to the host signal in a manner that it does not deteriorate the quality of
the host signal [1]. To function as an effective tool to enforce ownership rights, the
watermarking scheme must meet the requirements of good imperceptibility, strong
robustness and high-level security [3–5]. A watermark has to remain imperceptible
in order to maintain its secrecy [6, 7]. Robustness refers to the ability to detect the
watermark after common signal processing attacks [3, 8, 7, 9]. The watermarking
algorithm should be secure which means that the watermark can only be detected
by the authorized person [4].

Many efficient audio watermarking algorithms are reported [10, 8, 11], which
also meet the conflicting requirements of audio watermarking like perceptual
transparency, robustness and watermark data rate. Watermarking using singular
value decomposition (SVD) is given for image watermarking in [11]. In the pro-
posed method the watermark is embedded with the aid of Singular Value Decom-
position (SVD) and Quantization Index Modulation (QIM) which are elaborated in
the next sections.

57.2 Singular Value Decomposition

Singular Value Decomposition [12] is a method for data reduction. SVD is a
theorem of linear algebra which breaks a rectangular matrix, say {Aij}m9n into the
product of three matrices—an orthogonal matrix U, a diagonal matrix S and
transpose of the orthogonal matrix V. The theorem is expressed as:

Am�n ¼ Um�mSm�nVT
n�n ð1Þ

The columns of U and V are mutually orthogonal unit vectors. S is a diagonal
matrix containing square roots of Eigen values from U or V in descending order.
The values are called SV’s and are all non negative. The SVD watermarking
scheme embeds the watermark bits by modifying the singular values (SV’s).

57.3 Quantization Index Modulation

Quantization index modulation techniques (QIM) [13] are a class of watermarking
techniques that can be used to achieve good trade-offs between the mutually
conflicting parameters of audio watermarking like information embedding rate,
watermark robustness and signal fidelity. In QIM, the embedding function, X (Q,
W), is composed of an ensemble of functions of the host signal, H, accompanied
by the watermark signal W such that:

X Q; Wð Þ � Q ð2Þ
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for all W. Therefore the distortion due to the watermark is minimal. Modulation of
the index or the series of indices containing the watermark data is done and then
host signal is quantized with the associated quantizer.

57.4 Proposed Scheme

A host audio signal, say A is taken for the watermark to be embedded in. The
signal is divided into two equal parts. A 16 bit synchronization code is embedded
in the first part. The second part of the audio signal is used for embedding the
watermark data.

The watermark signal is taken as a binary image which is a square matrix
(p 9 p). Before the image is embedded onto the audio signal, it is first rearranged

using Arnold Transform [12]. Suppose that x; yð ÞT is the coordinate of a particular

pixel in the watermark image, x
0
; y
0� �T

is the coordinate of that pixel after trans-
formation. Arnold Transform can be expressed as:

x0

y0

� �
¼ 1 1

1 2

� �
x
y

� �
¼ ðmod PÞ ð3Þ

where, x; y 2 0; 1. . .. . .P� 1f g The host audio signal A is divided into different
non-overlapping partitions Fj, where j = 1, 2, 3,….., N 9 N. These frames are
then reshaped into blocks Bj, j = 1,2,3,….., N 9 N (2-D square matrices), each of
size r 9 r, so that SVD can be applied on them. Now SVD is performed on each
block, represented as I.

I ¼ USVT ¼
Xr

i¼1

liUiV
T
i ð4Þ

The Euclidean norms of singular values of the blocks are computed. Let lj ¼

lj
1; l

j
2; l

j
3; . . .; lj

r

� �
be the vector of SVs of block Bj. The norm of the vector is

obtained as follows:

sj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xr

i¼1

lj
i

� �2
s					

					 ð5Þ

A variable tv is chosen to store the fractional parts of the Euclidean norm of all
frames. Let tv ¼ sjmod1. Another variable tw is taken to store the integer part of the
norms.

A variable x is taken where, xj = floor (tv 9 10).
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Now according to the value of ‘‘xj mod 2’’, which may also be called as the
quantization coefficient, and the watermark bit (wj) the norms of each block are
modified. If xj mod 2 is ‘‘0’’, then sj is modified in the following manner:

s0j ¼ tw þ ðxj þ 1Þ=10; if wj ¼ 0

s0j ¼ tw þ xj=10; if wj ¼ 1 ð6Þ

If x mod 2 is ‘‘1’’, then sj is modified in the following manner:

s0j ¼ tw þ xj=10; if wj ¼ 0

s0j ¼ tw þ ðxj þ 1Þ=10; if wj ¼ 1 ð7Þ

The modified vectors of SV’s of the blocks are calculated using the following
equation:

~lj ¼ lj �
s0j
sj


 �
ð8Þ

The modified matrix of the block ~Bj is obtained by applying inverse SVD to the
modified SVs.

~Bj ¼
Xr

i¼1

~lj
iUi jð ÞVT

i jð Þ ð9Þ

The watermarked audio signal is obtained by combining all the modified
blocks, ~Bj.

The extraction for this algorithm is blind. To extract the watermark, the
watermarked audio signal is partitioned into frames which in turn are divided into
blocks ~Bj, j = 1,2,3,…….,p 9 p, of size r 9 r, where p 9 p is the number of bits
in the watermark signal. Then SVD is applied to each block. The norms ~sj of the
SVs of the blocks are computed. Let tv ¼ ~sjmod 1. Then x = floor ( tv9 10) is
calculated. If value of x is even, then the extracted watermark bit (wj) is 1, else it is
0. Finally, Inverse Arnold Transform is applied on the extracted watermark image
to obtain the unscrambled original image.

57.5 Experimental Results and Comparisons

The various audio samples used for testing were all sampled at a frequency of
44.1 kHz. The synchronization code used in the experiments was of 16 bits and
size of the watermark signal was 32 9 32. The binary image used as watermark is
given below (Fig. 57.1):

The audio samples were subjected to the Subjective Listening Test for evalu-
ating the perceptual grades (PG). This test is carried out to check the audio quality
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of the watermarked signal and see if it has undergone any significant changes. The
grades are defined in Table 57.1.

Listeners of different age groups were provided with the audio signal and the
watermarked signal and then asked to rate them in terms of perceptual grades
(PG).

In order to test the effectiveness and robustness of the watermarking algorithm,
several signal processing attacks were initiated [10]. The attacks performed on the
watermarked signal are as follows:

i. A filter with a cut-off frequency of 11.025 kHz is used on the watermarked
signal.

ii. The watermarked signal was resampled at 22.05 kHz and then restored back to
44.1 kHz.

iii. White Gaussian Noise is added to the signal so that the final signal has an SNR
of more than 40 dB.

iv. Cropping: 500 samples are randomly cropped from the watermarked signal.
v. MP3 Compression: The MPEG–1 layer 3 compression with a bit rate of

64 kbps is applied to the watermarked signal.

The Signal to Noise Ratio (SNR) and Bit Error Rate (BER) were evaluated in
order to check the robustness performance of the proposed scheme.

Table 57.2 gives a comparison of robustness and the perceptual grading per-
formance of the proposed method.

Fig. 57.1 Watermark signal

Table 57.1 Perceptual grades

PG Perception of watermark Quality of signal

1 Imperceptible Excellent
2 Perceptible but not annoying Good
3 Slightly Annoying Fair
4 Annoying Poor
5 Very Annoying Bad
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57.6 Conclusion

A blind watermarking scheme for audio signals is being presented in this paper.
This technique makes use of SVD and QIM for embedding the watermark onto the
host audio signal. The watermark embedding method is perceptually transparent
which is found from the subjective listening tests and the SNR value which is

Table 57.2 SNR, PG and BER of Audio Samples under Comparison

Attacks Audio
sample

SNR
(dB)

Perceptual
grades

Bit error rate (BER (%))

Scheme [17]
(uniform
DOE)

Scheme [5]
(non-uniform
DOE)

Proposed
scheme

Low pass filtering Classical
1

79.1269 1 0.12 0 0

Country
1

62.4410 2 4.2 2.9 3.91

Folk 1 65.2231 2 3..6 2.8 3.22
Blues 1 77.7453 1 2.1 1.9 1.86
Pop 1 67.0655 1 0.6 0.1 0.09

Re-sampling Classical
1

79.1224 1 2.9 2.2 2.15

Country
1

63.6981 2 2.8 1.9 2.15

Folk 1 67.8933 1 1.1 0.9 0
Blues 1 77.9915 1 0.8 0 0.98
Pop 1 67.2795 1 0.1 0 0

Additive white
gaussian noise
(AWGN)

Classical
1

64.8506 1 0.6 0.1 0

Country
1

57.2264 1 0.5 0 0

Folk 1 59.0442 1 0.5 0 0
Blues 1 68.2428 1 0.2 0 0
Pop 1 53.4764 1 0.9 0 0

Cropping Classical
1

77.4553 1 0.2 0.1 0

Country
1

67.3345 1 0.6 0.3 0.20

Folk 1 67.3902 1 0.2 0 0
Blues 1 75.0911 1 0.2 0 0.09
Pop 1 66.2892 1 0.1 0.04 0

MP3 compression Classical
1

78.2243 1 0.4 0.1 0

Country
1

61.1098 2 0.82 0.56 0.78

Folk 1 66.4533 1 0.5 0.41 0.39
Blues 1 77.8321 1 0.3 0.22 0.20
Pop 1 67.0237 1 0.3 0.12 0.09
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above 20 dB for all samples under test. The method was found to be resilient to
various signal processing attacks. Apart from a very slight distortion there was no
perceptible drop in the quality of the extracted watermark. The comparison of
performance with other existing systems indicates that the proposed method is
superior. From the experimental results it can be concluded that the method is
robust and effective. Further this work can be extended to design better quanti-
zation formula and better quantization parameters to increase the robustness.
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Chapter 58
Performance Evaluation of Web Browsers
in Android
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Sowmya Kamath and Gaurav Prasad

Abstract In this day and age, smart phones are fast becoming ubiquitous. They
have evolved from their traditional use of solely being a device for communication
between people, to a multipurpose device. With the advent of Android smart
phones, the number of people accessing the Internet through their mobile phones is
on a steep rise. Hence, web browsers play a major role in providing a highly
enjoyable browsing experience for its users. As such, the objective of this paper is
to analyze the performance of five major mobile web browsers available in the
Android platform. In this paper, we present the results of a study conducted based
on several parameters that assess these mobile browsers’ functionalities. Based on
this evaluation, we also propose the best among these browsers to further enrich
user experience of mobile web browsing along with utmost performance.
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58.1 Introduction

With the advent of smart phones, mobile web usage is on the rise as more fully
featured mobile browsers are available on the market. This is evident from the fact
that smart phone sales showed a strong upward growth worldwide in the year
2011. As per the survey conducted by IDC, 31.8 % of the hand sets shipped in
2011 was smart phones [1].

According to StatCounter, 8.49 % of website hits/page views come from a
handheld mobile device in January 2012 [2]. Currently, there are quite a few web
browsers available for the Android market. We focussed on the most popular
browsers in android platform [3]. We narrowed down our list of study to five
browsers based on their market share, namely, Android browser, Dolphin HD,
Mozilla Firefox, Opera Mini and Skyfire.

In this paper, we have proposed our study on performance analysis on most
popular web browsers. The browser selection and parameter consideration is
addressed in Sect. 58.2. Further, test phase and methodology is described in
Sect. 58.3. Based on the implementation of the tests, the result of browser eval-
uation is presented in Sect. 58.4, followed by conclusion and references.

58.2 Browser Selection and Parameters Considered

In this paper, we concentrate on four full-featured mobile browsers and one mini
browser. Consequently, we have chosen the five browsers on android platform
based on two criteria: Market share of browsers and popularity of browsers.
According to the data collected from netmarketshare.com [4], Android browser
(ver. 4.0.3), Mozilla Firefox (ver. 10.0.2) and Opera Mini (ver. 6.5) were selected.
Dolphin HD (ver. 7.4.0) and Skyfire (ver. 4.0.4) were selected based on data
collected on their popularity from android play Google website [5]. The versions
used are the latest versions dated 30th March 2012.

The parameters considered for the test phase were: Web Technology Support,
Browser features, Plug in and Web feed Support, Add-on, Security, Accessibility
Features, Benchmarks, Video Streaming, Gzip and Speed. Every parameter was
given a base of five points each. Added points were given to parameters depending
on the relevance and importance. For instance, security is an important parameter
and hence eight points was assigned to it. Further, speed is the one which ulti-
mately decides the performance of the browser and therefore allotted ten points.
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58.3 Test Phase

The tests were conducted using an android emulator with a SDK version 4.03. The
operating system used was Windows 7 Home Basic with an Intel i5 processor. For
each browser selected, a detailed literature survey was conducted to have an in
depth insight on their features and architecture. In addition, the android application
package file (.apk file) corresponding to the chosen browsers were downloaded and
installed in the android emulator. To assess the parameters selected, several tests
and benchmark tools were used. Details of individual parameters is mentioned
below.

58.3.1 Web Technology Support

The following attributes were considered under this category: XSLT, HTML-5,
XHTML, XForms, Javascript, DOM, CSS3, WEB-GL and SVG. Detailed survey
combined with benchmark tests like HTML5 and CSS3 were carried out based on
which the points were given. For example, the browsers which showed CSS3
compatibility of more than 20 % and less than 50 % were awarded partial points
while the browsers with above 50 % compatibility were awarded five points.

58.3.2 Benchmarks

To begin with, ACID3 test was conducted to check the browsers compliance with
DOM and JavaScript [6]. Secondly, HTML5 test [7] and CSS3 test [8] was used to
inspect the browsers’ compatibility to the upcoming HTML5 and CSS3 standards
and their related specifications. Thirdly, Sunspider [9], a popular JavaScript
benchmark tool was used to evaluate Core JavaScript functionalities of the
browsers. Finally, Web compatibility Test [10] for mobile browsers was conducted
to expose web page rendering flaws in mobile web browsers.

58.3.3 Speed

CSS rendering, Cold Start and Warm Start were considered as parameters for
speed. Cold start refers to the time taken to do a cold load of a browser. Once
logged out and all background processes have been completed, browser was run as
the first program. After completing a cold start, browser was closed, and time
taken to start again was measured for the warm start test. This was done two more
times and average was taken and corresponding points were awarded to each of the
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browser. Furthermore, CSS rendering [11] test was performed and time taken for
the DOM to rewrite the contents of a DIV was recorded. Average values from
three trails were considered for the browser evaluation.

58.3.4 Security

One of the SQL injection defence mechanisms was implemented [12] through a
web application and every browser was tested against the attack. This application
was hosted inside a LAN network and the bandwidth used to render the page was
maintained constant (a bandwidth of 418 Gbps was maintained) for all browsers.
A timer was used to calculate the defending time for each browser. The browser
with the maximum time for defending was given the minimum points. Other
attributes under consideration were DOM session storage, DOM local storage,
cookie set, SQL injection, Browser Security, Settings and Pop-up blocking.

58.3.5 Video Streaming

In the recent, the first feature that tops every smart phone users’ checklist is video
streaming. Hence, we considered support of video streaming as a sole parameter
and awarded five points if the browser supported it.

The points to other parameters like browser features, Plug in and Web Feed
Support, Add-on, Accessibility Features were given based on the survey conducted
on all their respective attributes given below.

• Browser features: Password and Download Managing, Bookmarks, Search
toolbar

• Plug in and Web Feed Support: RSS, Flash, PDF Support
• Accessibility Features: Tabbed Browsing, Zoom, Full text History, Sharing,

Smart address bar, speed dial, sync, user agent switching, themes and gestures.

58.4 Results

The results obtained inferred that Dolphin HD browser scores above all the other
selected browsers in all the above categories as shown in Fig. 58.1. On the other
hand, Mozilla Firefox browser which has scored second in the overall rating shows
poor performance in the basic features due to lack of plug-in support and video
streaming support. Further, Opera Mini is the weakest link in the browser feature
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which ranks below all the other browsers as it does not support plug-in, add-on and
video streaming.

All the browsers had adequate basic security features required with Opera Mini
as an exception. This is because, we were unable to conduct SQL injection test in
Opera Mini as it doesn’t allow browsing web pages from a local server under the
default settings of the browser.

58.5 Conclusion

In this paper, we proposed the performance comparison of web browsers in
Android platform. According to the results, Dolphin HD emerges as the best
performance browser closely followed by Skyfire and Mozilla Firefox browser
where the latter majorly lost the war in its video streaming incapability and plug-in
support. It is notable that even though android browser stands in fourth place it’s
one of the stable and secure (tops in security) browser. Furthermore, Opera Mini in
the fifth position lets us conclude that it is suitable for web browsing with data
reduction, despite the fact that it does not support other major features like web
technology and video streaming.

Further, due to these performance tests, we were also able to identify features
that reduce the performance of the browsers (as indicated in Table 58.1). This
finding paves the way for future developments in the functionalities of browsers to
improve their performance. These can be implemented through separate add-ons
for the browser which support it or its future version release for best possible
performance.
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Table 58.1 Parameter wise categorization of browser results

Parameters Highest Scorer Lowest Scorer

Web technology support Mozilla firefox Dolphin HD
Browser features Dolphin HD, skyfire, mozilla firefox,

opera Mini
Android

Plugin and webfeed support Dolphin HD Mozilla firefox, opera mini
Add-on Dolphin HD, mozilla firefox Android, opera mini,

skyfire
Security Android Opera mini
Accessibility features Dolphin HD Android and mozilla
Benchmarks Android Opera mini
Video streaming Android, dolphin HD, skyfire Mozilla, opera mini
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Chapter 59
FPGA Triggered Space Vector Modulated
Voltage Source Inverter Using MATLAB/
System Generator�

L. A. Abishek Rajaraman, P. Ganesh, P. Geeth Prajwal Reddy
and M. Senthil Kumaran

Abstract This paper involves the digital implementation of Space Vector Mod-
ulation (SVM) for a 3-phase Voltage Source Inverter (VSI). The System Generator
(SG), which links both Xilinx and MATLAB, is used for constructing the Xilinx
modules for the procedural implementation of the SVM. The SG converts the
Matlab simulation of SVM done using Xilinx Blockset, into the corresponding
Very High-Speed Integrated circuits Hardware Descriptive Language (VHDL)
code. This VHDL code is compiled in Xilinx and the subsequent bit file generated,
is loaded into the PROM of SPARTAN XILINX FPGA XCS3500e FG320. On
execution of the bit file, the firing pulses are generated, which are applied to the
VSI with Induction Motor Load.
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59.1 Introduction

Phase shifted Pulse Width Modulation (PWM) is one of the common triggering
techniques used for three-phase VSI. However, in order to achieve lesser switching
loss, reduced Total Harmonic Distortion (THD) and higher modulation index [1],
significant research has been performed in PWM. This led to investigation into
non-sinusoidal PWM techniques. Compared with sinusoidal PWM, non-sinusoidal
PWM can increase the modulation index for line-to-line voltages. With the advent
of non-sinusoidal PWM and Programmable Logic Devices, SVM technique
evolved. SVM is an advanced control technique used in inverter and converter
topologies. Nowadays, SVM is implemented in a cost effective way, using digital
logic. FPGAs are used for this purpose because they are user reconfigurable and
possess very high processing speed. Modern FPGAs are capable of operating at
high clock frequencies and VHDL programs that require high execution rate can
be easily implemented in the FPGA. SG is a utility in Matlab [2] that enables users
to configure the system Simulink time according to the type of FPGA chosen. SG
identifies the pin location of the clock in the FPGA and acts as an interface
between Matlab and Xilinx by generating an equivalent VHDL code of the Matlab
model made using the Xilinx Blockset of Simulink. The steps involved and
methods used in the algorithm are explained in Sect. 59.3. Sections 59.4 and 59.5
presents simulation and experimental results.

59.2 Theory of Space Vector Modulation

59.2.1 Inverter Topology

Let us consider a Three-Phase VSI as shown in Fig. 59.1.
VSI is a power electronics topology that synthesizes, from a DC source, Three

Phase Alternating Voltages, where amplitude, phase and frequency of the voltages
are controllable. This VSI topology has eight realizable switching states [3]. At
any instant, it is mandatory that only one switch in each leg of the VSI can be ON,
to prevent short circuit of the source. Each switching state is represented by ON–
OFF status (1-0) of the upper arm switches of the VSI, while the status of the lower
arm switches would be their complement. When these Switching States are plotted
onto the complex plane, they form a hexagonal pattern as shown in Fig. 59.2. The
Three-Phase alternating voltage output of the VSI, using Clark transform [1], are
represented uniquely by a rotating vector VREF which is the vector sum of a pair of
consecutive voltage switching state vectors, V0 * V7. The maximum amplitude
of the reference vector, VREF, such that over-modulation does not occur [4], is
limited to 0.866 times the amplitude of the active switching state vector
(V1 * V6).
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59.2.2 Reference Vector

Within a sector, VREF is the vector sum of the adjacent vectors Vx and Vy with
duty cycle d1 and d2 respectively as shown in Fig. 59.3.

The reference vector is expressed as

VREF ¼ d1:Vx þ d2:Vy ð59:1Þ

While the active vectors (V1 * V6) are used to compute the direction of VREF,
the zero vectors (V0, V7) are used to alter the amplitude of VREF. The zero vectors
are applied with a duty cycle of d0. The duty cycles are calculated by

d1 ¼ mv: sin
p
3
� hr

� �
ð59:2Þ

d2 ¼ mv: sin hrð Þ ð59:3Þ
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d0 ¼ 1� d1 þ d2ð Þ ð59:4Þ

Where hr is the angle made by VREF within the sector and mv is the volt
modulation index that defines the desired voltage transfer ratio as

mv ¼
ffiffiffi
3
p

:VREF

VDC
ð59:5Þ

Thus based on the direction of VREF in the complex plane, the sector and the
corresponding pair of actives switching state vectors are determined. Once
the duty cycles are calculated, a symmetric switching sequence is used to generate
the gating signals. Thus active switching state vectors Vx, Vy and zero vectors are
applied in the following sequence as shown in Fig. 59.4. The switching sequence
is generated based on the PWM technique where a triangular wave, with frequency
equal to the switching frequency of the VSI, is taken as the carrier wave and d1 and
d1 ? d2 are taken as the reference waves and pulses are generated by comparing
the carrier and reference waves. The gating signals thus obtained from this algo-
rithm are applied to the switches of the VSI to generate the sinusoidal Three Phase
Voltages.

59.3 Digital Implementation of SVM Algorithm

59.3.1 Reference Angle Generation

As per the SVM algorithm, an equivalent rotating vector, VREF, which varies from
0 to 2p during each cycle, represents the 3-U sinusoidal voltages. Since the mv is
constant, only the direction of the VREF is required. This rotating vector is
implemented using an up counter. The up counter has ‘x’ bits to count from 0 to
6.28 and ‘y’ binary point bits to provide adequate resolution. The clock period for
the counter is set using the following empirical formula,

Vx

Vy

δ
2

Vy
VREF

δ1 Vx

θr

Fig. 59.3 Synthesis of
reference vector VREF
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Required Time Period ¼ Max Count value

Resolution
� Explicit Time Period ð59:6Þ

Where count value, resolution and explicit time period are parameters of the
blocks in the Xilinx Blockset [5].

For the required time period, the count value and resolution are chosen and an
appropriate explicit period is determined.

59.3.2 Sector Number and Sector Angle

As shown in Fig. 59.2, there are six sectors present in the VSI switching state
locus, each sector having a sector angle varying from 0 to p

3. Based on the direction
of the VREF, i.e. the current count value, the algorithm determines the sector
number, Sn and the sector angle, hs.

59.3.3 Vector Pair Selection

In the VSI switching state locus, a pair of switching state vectors encloses each
sector. With respect to the sector number of VREF, the corresponding vector pair,
Vx and Vy are deduced.
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59.3.4 Gating Pattern Selection

Consider a switching state vector V1(100) whose sequence(100011) is treated as a
binary number, 1000112 and is represented by its equivalent decimal value, 3510.
Thus gating pattern of V1 is given by 3510. Similarly the gating pattern of all
switching states, V0 * V7, are represented by their equivalent decimal values—
0710, 3510, 4910, 2810, 2110, 2810, 1410, 5610 respectively. Based on the vector pair Vx

and Vy, their corresponding gating patterns are selected and applied to the switches
accordingly.

59.3.5 Duty Cycle Calculation

With reference to the Xilinx Reference Blockset of Simulink, CORDIC SINCOS
block implements Sine and Cosine generator circuit to deduce the sine and cosine
values of the input given to the block. As shown in Eq (59.2), (59.3) and (59.4), the
values of the duty cycles d1, d2 and d0 are computed using CORDIC SINCOS block.
A high frequency triangular wave is generated to act as the carrier wave in PWM and
is compared with the values of d1 and d1 ? d2 as shown in Fig. 59.4, to determine
the sequence and time period for which switching state vectors, Vx, Vy and zero
vector are applied.

59.3.6 Triggering Pulses

The PWM pulses are multiplied with their corresponding switching state vector’s
gating pattern and each bit of the resulting 6 bit-gating pattern, is applied as the
gating signal to the corresponding switches of the VSI. Using the Slice block of the
Xilinx Blockset of Simulink, the individual bits of the binary gating pattern are
isolated.

59.4 Simulation

The MATLAB [6] model of the SVM algorithm implemented using Xilinx Blockset
is show in Fig. 59.5. The simulation parameters are Input Voltage Vin: 230 V,
Output line-to-line Voltage Vout: 230 V, Output Current Ipeak: 9.2 A, Switching
frequency: 10 kHz, Load Inductance: 27 mH, Load Resistance: 10X. Application of
the triggering pulses, generated by SVM algorithm, to the switches of the VSI
produced the following output waveforms as shown in Fig. 59.6 and Fig. 59.7.
Using SG, the VHDL code is generated from the MATLAB model. This VDHL code
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is synthesized [7] and the design is implemented using ISE Xilinx software to
generate the Bit file. The Bit file is loaded into the PROM of the FPGA.

The SVM algorithm is implemented using the FPGA hardware and the real time
triggering pulses are generated. Fig. 59.8 shows the real time pulses in Agilent
Digital Storage Oscilloscope (DSO). The triggering pulses generated by the FPGA
are applied to a VSI with Induction Motor load and a 1-U current and voltage
output waveform of the VSI are observed on the Agilent DSO. These waveforms
are shown in Fig. 59.9.

Fig. 59.5 MATLAB simulation block diagram

Fig. 59.6 3-U current output of VSI
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Fig. 59.8 Triggering pulses on agilent DSO

Fig. 59.7 Phase voltage output of VSI
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59.5 Simulation Results

On application of the 3-U output voltage of the inverter to the induction motor
load, rated at 1HP, 1.8A, 50 Hz, 1430 RPM, the following results were
tabulated(Table 59.1).

The Modulation Index for the simulation is set as 0.866.

59.6 Conclusion

The triggering pulses, generated from the digital implementation of SVM, applied
to the switches of the VSI presents improved utilization and efficient conversion of
the Direct Current (DC) source into Alternating Current (AC) output. SG helps in
accurate building of an HDL algorithm with the help of appropriate blocksets and

Fig. 9 1-U Current and voltage output of SVM triggered VSI on agilent DSO

Table 59.1 Comparison of results

Matlab simulation result Practical results

Line-to-Line voltages (peak) 460 V 400 V
Line current (rms) 1.1 A 0.8 A
Frequency 50 Hz 50.1 Hz
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generates the VHDL with minimum possible program lines, reducing need for
brute-force coding methods. Since FPGA is a fast parallel processing unit, it can be
programmed to implement motor speed control techniques such as Direct Torque
Control (DTC), along with the SVM algorithm.
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Chapter 60
Face Recognition Using PCA
and Bit-Plane Slicing

T. Srinivas, P. Sandeep Mohan, R. Shiva Shankar,
Ch. Surender Reddy and P. V. Naganjaneyulu

Abstract The objective of the paper is face recognition using PCA and Bit plane
slicing. It made a study on the dimensionality reduction on bit plane of images for
face recognition. The proposed frame work would aid in robust design of face
recognition system and addressed the challenging issues like pose and expression
variation on ORL face database. It is in contrast to PCA on the image the design of
PCA on bit plane reduces computation complexity and also reduces time. In the
proposed frame work image is decomposed with the help of bit plane slicing, the
feature have been extracted from the principle component analysis (PCA).

Keywords PCA � Bit-plane slicing � Feature extraction � Face recognition
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60.1 Introduction

Basically face recognition can be used for verification and Identification. In the
year 1988 Kirby and Sirovich applied PCA, a standard linear algebra technique for
the face recognition problem. The technique was the landmark and considered as
milestone because it requires only less than one hundred values in code a
normalized face images accurately.

For the past few years, a systematic investigation has been going on to design a
robust security/authentication mechanism. With the advent of miniaturized
imaging systems the design process of security systems has been improved. The
devices are application specific and present data (Biometric) to be incorporated
into the design. Many researchers showed that the features extracted from face
images aid in designing robust security/authentication systems. Successful face
recognition system [1] is proposed utilizing Eigen face approach. This method is
conventional, considers frontal and high contrast faces for implementing the
system, but in real time faces may not be frontal and device intrinsic capture
(illumination variation) properties pose difficulties in the process of detection.
Thus in security and other computer vision applications, pose and variation in
illuminations plays a critical role. The Eigen face approach is not satisfactorily
addressing these problems.

In recent works [2–4], face recognition is carried out with PCA method and
succeeded well, but it fails as input space increases and also suffers from the
problem of discrimination between faces of similar persons like twins.

Face feature extraction suffers from

(a) Pose and expression variation,
(b) Resolution variation and
(c) Illumination problems

The methods designed using PCA [2–5] works well for either (a) or (b) but not
on three issues altogether. Mainly in bio-metric home security applications, the
above mentioned issues are obvious. Variant of principal component analysis is
Kernel Principal Component analysis [5] (KPCA) and is nonlinear extension. In
KPCA, input data is initially mapped into new feature space using non-linear
mapping (kernel). PCA is performed on the kernel transformed data to extract
feature vectors [2, 4]. The kernel mapping provides mechanism to address pose
and expression variation (Figs. 60.1, 60.2).

The paper concentrated on face recognition by using bit-planes of a image. Sec-
tion 60.2 explains about bit-plane Slicing.

To aid the process of recognition, nearest neighborhood classifier is used; this
method finds an image to the class whose features are closest to it with respect to
the Euclidean norm.

The performance of the proposed algorithm is verified on available databases on
the internet, such as ORL face database [7] and YALE database [11]. ORL face
database consists of 400 images of 40 individuals; each subject has 10 images in
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different poses. YALE face database consists of 5760 images of ten individuals in
nine poses, and each pose in 64 illumination conditions. This paper has categorised
into six sections. Section 60.2 is devoted to Bit-Plane Slicing, Sect. 60.3 Principle
Component Analysis, Sect. 60.4 Nearest Neighborhood classifier, Sect. 60.5
Proposed Method, In Sect. 60.6 experimental results and discussions were
compared the proposed method with PCA and showed accurate results on
challenging databases and the Sect. 60.7 possible conclusion have been drawn out of
technology.

Fig. 60.1 Sample Images of ORL database with different pose

Fig. 60.2 ORL face database
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60.2 Bit-Plane Slicing

Bit-Plane Slicing is a technique in which the image is sliced to different planes. It
ranges from Bit level 0 which is the least significant bit (LSB) to Bit level 7 which
is the most significant bit (MSB). The input of the method is an 8-bit per pixel
image. This is a very important method in Image Processing.

The advantage of doing this method is to get the relative importance played by
each bit of the image. It highlights the contribution made by specific bits. In this
method, only in last 4 higher order bits planes significant data is visualized [7].
The lower level bit plane does not give much detail because they are made up of
lower contrast. The bit level in bit plane 7 is equivalent to the bit level of the
original image.The running time of the Bit-Plane algorithm for one image can
range from 2 s to 1 min on a Pentium IV CPU using MATLAB code. Execution
time will vary from one image to another, depending on the size of the image
(Figs. 60.3, 60.4).

Fig. 60.3 8-bit planes of a image
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60.3 Principle Component Analysis

A 2-D facial image can be represented as 1-D vector by concatenating each row
(or column) into a long thin vector. Let’s suppose we have M vectors of size N (=
rows of image 9 columns of image) representing a set of sampled images. pj’s
represent the pixel values.

xi ¼ ½p1 : : : pN �T ; i ¼ 1; . . .; M ð60:1Þ

The images are mean centered by subtracting the mean image from each image
vector. Let m represent the mean image.

m ¼ 1
M

XM

i¼1

xi ð2Þ ð60:2Þ

And let wi be defined as mean centered image

wi ¼ xi � m ð60:3Þ

Our goal is to find a set of ei’s which have the largest possible projection onto
each of the wi’s. We wish to find a set of M orthonormal vectors ei for which the
quantity

ki ¼
1
M

XM

n¼1

ðeT
i wnÞ2

is maximized with the orthonormality constraint

eT
l ek ¼ dlk

It has been shown that the ei’s and , ki’s are given by the eigenvectors and
eigenvalues of the covariance matrix

C ¼ WWT ð60:4Þ

Fig. 60.4 Bit plane
decomposition
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Where W is a matrix composed of the column vectors wi placed side by side.
The eigenvectors corresponding to nonzero eigenvalues of the covariance matrix
produce an orthonormal basis for the subspace within which most image data can
be represented with a small amount of error. The eigenvectors are sorted from high
to low according to their corresponding eigenvalues. The eigenvector associated
with the largest eigen value is one that reflects the greatest variance in the image.
That is, the smallest eigen value is associated with the eigenvector that finds the
least variance. They decrease in exponential fashion, meaning that the roughly
90 % of the total variance is contained in the first 5–10 % of the dimensions.

A facial image can be projected onto M0 (\ M) dimensions by computing

X ¼ v1; v2...vM½ �T ð60:5Þ

60.4 Euclidean Classifier

Different distance metrics in 2-D are the Cityblock Distance between x1; y1ð Þ and
x2; y2ð Þ is x1� x2j j+ y1� y2j j. The CHESSBOARD DISTANCE is

maxð x1� x2j j; y1� y2j jÞ. The QUASI-EUCLIDEAN DISTANCE [18] can be
written asabs x1� x2ð Þ þ ð

ffiffiffi
2
p
� 1Þ � abs y1� y2ð Þ, in the case of

abs x1� x2ð Þ [ abs y1� y2ð Þ the QUASI-EUCLIDEAN DISTANCE written as,
ð
ffiffiffi
2
p
� 1Þ � abs x1� x2ð Þ þ abs y1� y2ð Þ, the EUCLIDEAN DISTANCE can be

written as
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx1� x2Þ2 þ ðy1� y2Þ2

q
. In this work we have used nearest neigh-

borhood classifier to recognize the image. This classifier comes under minimum
distance classifiers. It is also called as Euclidean classifier. In this method the
minimum the distance from test feature vectors to train feature vectors the correct
the image is. If Xi, Yj represents test and train image features then

Xi � Yik k �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xi � Yið ÞT Xi � Yið Þ

q
\ Xi � Yj

�� �� ð60:6Þ

*Where||. || represents Euclidean norm
Because of its simplicity, it finds an image to the class whose features are

closest to it with respect to the Euclidean norm.

60.5 Proposed Method

The proposed method starts with splitting the ORL database into two sections. One
section is called as test database and other is train database. The test database
consists of 200 images of all 40 subjects, in the similar way train database consists
of 5 subjects each for 40 subjects. The algorithm is checked by picking a image
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from test database and finding its nearest image from train database. After splitting
the database next step is decomposing the image into 8 bit-planes. In previous
works there is dimensionality reduction on image it self. In our novel method we
applied the dimensionality reduction step after decomposing image into its bit-
planes.

Table 60.1 Recognition rate
versus number of eigen
vectors

Features Recognition Rate (%)

1 11.5
3 56.5
5 72.5
10 85.5
20 94
50 94
100 94

DATABASE

TEST
DATABASE

TRAIN
DATABASE

BIT PLANE
SLICING

FEATURE
EXTRACTION

BIT PLANE
SLICING

FEATURE
EXTRACTION

CLASSIFIER

RESULT

Fig. 60.5 Proposed
algorithm
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60.6 Experimental Results

The paper results evaluated by using recognition rate parameter. The recognition
parameter is calculated as ratio of no of successful attempts of algorithm to total
number of attempts. All 200 test images are tested and recognition rate is calcu-
lated. The final recognition rates by varying the features are listed below. From the
table it is observed that as the feature size increasing the recognition rate increases.
It is also concluded that the optimum feature size for this algorithm is 20, because
if the feature size increased beyond 20, the recognition rate is same and fixed.

60.7 Conclusion

The paper proposed a novel approach for face recognition by extracting features
from a constant illumination and pose-variant image by using Bit-Plane Slicing
and PCA method. All the images have been cropped from uneven size to 128 9

128 pixels. As a next step 7th Bit-Plane of image is mapped from input space of
data to feature space is done by PCA method [4].

PCA is a powerful linear model for extracting non-linear features, the nearest-
neighbor distance classifier which can enhance the recognition process.

Experimentation was done on ORL face database. Compared to existing
approach [2], with marginal increase in computational cost and time, high
recognition rate is reported in this paper. The Computed results were tabulated in
Table 60.1 and graphically shown in Fig. 60.5. The experimental results in
Table 60.1 shows that as the feature space increases as more than 10, the
performance increases but at the same time cost of the algorithm increases. We are
working out to apply the proposed method to deal with illumination variation,
which is our future work remains (Fig. 60.6).

Fig. 60.6 Recognition rate versus features
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Chapter 61
Operational Analysis, Performance
Evaluation and Simulation of Solar Cell
Powered Embedded EZ-Source Inverter
Fed Induction Motor

K. C. R. Nisha and T. N. Basavaraj

Abstract This paper presents the operational analysis and performance evaluation
of solar cell powered embedded EZ-source inverter fed induction motor.
Embedded EZ-source inverter (EZSI) produces the same voltage gain as Z-source
inverter (ZSI) but due to the DC sources embedded within the X-shaped imped-
ance network it has the added advantage of inherent source filtering capability and
also reduced capacitor sizing. This is attained without any extra passive filters.
These advantages are significant for applications like photo electric and wind
electric system. The operational analysis and simulation results exemplify that an
EZSI is the most promising technique for renewable energy applications in order
to reduce the overall system complexity and thereby improving the inverter
efficiency.

Keywords EZ-source inverter � Harmonics � Shoot- through � Z-source inverter

61.1 Introduction

Nowadays, renewable energy applications are on greater demands, more particu-
larly solar cell. A key component of PV generating system is the grid connected
inverter. System performance depends on local climate, the orientation and
inclination of PV array and inverter performance. The traditional photo electric
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systems contain VSI and CSI. They are either buck or boost, but not buck-boost
converter [1].The common problem of this topology is that their main circuits
cannot be interchangeable and also shoot through will occur when any two
switches of the same phase leg is turned on which is a major killer to converter’s
reliability. Z-source inverter first proposed in paper [2] provides a feasible single
stage power conversion concept. Z-source inverter is suitable in grid connection of
alternative energy sources such as photo electric system as they usually produce
low variable DC voltage.

As time progresses, developments related to Z-source inverters have elevated
along many directions, covering its modulation [3], control [4] and other topological
inventions. But unfortunately, a closer view at the existing network would reveal
that it causes chopping current to be drawn from the source, if no explicit hardware
filter is added. This chopping current not only raises the semiconductor current
rating, but also complicates the maximum power point tracking (MPPT) objective
set for most renewable energy sources [5]. In view, a new class of Z-source topol-
ogies, named as the embedded EZ-source inverters, was proposed in [6, 7], which
however mainly focused on design of voltage and current type EZSI. A new single
stage power conversion concept with implicit source filtering and reduced capacitor
sizing for renewable energy applications is presented. This work also proposes EZSI
for the control of 3 phase induction motor applied to solar electric systems.

61.2 Operating Principle of Embedded EZ-source Inverter

Two level voltage-type EZ-source inverter is shown in Fig. 61.1. It has its DC
sources embedded within the X-shaped LC impedance network for filtering the
currents drawn from the two DC sources of Vdc/2. Though the arrangement can
occasionally interpret to a slightly higher cost, but the advantages exhibited by the
EZ-source inverter outweigh the serious limitations [6]. These advantages are
more clearly illustrated by analyzing the inverter operating principle. Based on
switching states of the inverter, the EZSI can be classified into three modes.

Mode: 1 Inverter bridge is operating in one of six active states. In this mode the
front-end diode D is forward biased and the Inverter bridge and external load is
replaced by a current source. The capacitor is charged and energy flows to the load
through the inductor. The inductor discharges in this mode.

Mode: 2 Inverter bridge is operating in any one of the two zero states as the inverter
short circuits the load through either upper or lower three switching devices. The
bridge can be viewed as an open circuit. The voltage of DC source appears across the
inductor and capacitor but no current flows to load from DC source.

Mode: 3 The inverter is in one of the seven different ways of shoot through. In
this mode the inverter bridge is short through and the diode D is reverse biased. In
this mode no voltage appears across the load like in zero state operation, but the DC
voltage of capacitor is boosted to required value based on shoot through duty ratio.
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61.2.1 Circuit Analysis

Assuming that the inductors L1, L2 and capacitors C1, C2 have the same induc-
tance (L) and capacitance(C) respectively, the E Z-source network becomes
symmetrical.

vL1 ¼ vL2 ¼ vL; vC1 ¼ vC2 ¼ vC ð61:1Þ

Shoot-Through State (Sx = Sx1 = ON, x = A, B or C; D = OFF; time inter-
val: T0)

vL ¼ vC þ vdc

2
; vi ¼ 0; vd ¼ vD ¼ �2vC ð61:2Þ

Nonshoot-Through State (Sx = Sx1, x = A, B or C; D = ON; time interval: T1)

vL ¼ vdc

2
� vc; vd ¼ vdc; vD ¼ 0; vi ¼ vc� vL ¼ 2vC ð61:3Þ

Averaging the inductor voltage to zero, the capacitor voltage vC, peak DC link
voltage vi1 and peak AC output voltage vx1 can be derived as:

vC ¼ Vdc=2
1� 2T0=T

vi1 ¼ Vdc

1� 2T0=T
¼ BVdc

vx1 ¼ MVdc

2ð 1� 2T0=Tð Þ ¼ B
MVdc

2

� �

8
>>>>>>><

>>>>>>>:

9
>>>>>>>=

>>>>>>>;

ð61:4Þ

Where M is the modulation index (M B 1) and B is the boost factor (B C 1).

Fig. 61.1 Embedded EZ-source inverter circuit
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Analysis clearly shows that EZ-source inverter system produces same transfer
gain as Z-source inverter system even though EZSI has two DC sources embedded
within the impedance network for achieving source filtering. Also the capacitor
voltage in (61.4) is greatly reduced when compared to Z-source inverter inferring
that there is a significant reduction of capacitor voltage rating.

61.3 Simulation Results

To assess the operational and performance analysis of the solar cell powered EZSI fed
induction motor, simulation model has been established using Matlab/Simulink
package.Thesimulation isdone upwith the followingparameters: L1 = L2 = 2 mH;
C1 = C2 = 2200 lF; The purpose of the system is to control a 3-phase induction
motor powered by solar cell whose input voltage is 110 V. Line voltages and currents
are shown in Fig. 61.2.The spikes in the output voltage are due to the PWM switching
pulses. The currents are smoothened by the inductance of the machine. Therefore the
current harmonics are reduced. The rotor speed increases and the rotor settles at
1460 rpm and is shown in Fig. 61.3. Fourier analysis is done for both current and
voltage.The spectrum is shown in Fig. 61.4.The THD value for current and voltage is
4.86. and 4.90 % respectively.

61.4 Conclusion

This paper has provided operational analysis, performance evaluation and simu-
lation of EZ-source inverter fed induction motor powered by solar electric cell.
The novel idea of this work is to control the 3-phase induction motor using
embedded EZ-source concept for photo electric applications. The results of digital
simulation are presented. Boosting is done with the help of Z-network and one leg
of the inverter. Analyses show that EZ-source inverter produces the same voltage
gain as their traditional Z-source inverter. The second advantage introduced by

Fig. 61.2 Line voltage and current waveforms when M = 0.71 and T0/T = 0.41
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embedding the two sources is significant reduction in capacitor sizing. The addi-
tional advantages like lower voltage/current stresses and implicit source filtering
are gained without requiring extra hardware. So EZ-source inverter system is a
competitive secondary that can be used for solar energy harnessing applications
where implicit source filtering is critical. The disadvantage of EZ-source inverter
system is that, it requires two DC sources. Simulation results have also confirmed
that EZ-source inverter system has improved harmonic performance than their
counterparts.
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Chapter 62
Advanced DSP Based PLC Modem
Over DC Lines for Real-Time Remote
Monitoring of PV Plant Parameters

Atul Gupta, Venu Uppuluri Srinivasa, Devendra Paranjape
and Nikhil Kashyap

Abstract Photovoltaic plants are becoming an inevitable option to meet the
present energy requirements. This gives rise to the need of a smart monitoring
system which can remotely provide real-time reliable information of each and
every panel to the plant operators. Real-time monitoring at such a vast scale can be
a great boon to the investors in improving the efficiency of photovoltaic (PV)
plants as it can help to predict some basic faults in the individual panels, monitor
their performance and suggesting corrective maintenance actions right away. In
this paper, a remote monitoring system design using highly efficient low cost
DSP’s is proposed which implements Power Line Communication (PLC) concept
over DC lines. It minimizes the use of any significant analog circuitry and discards
the use of any separate dedicated cables for communication, thus making the
system robust and significantly cheaper.
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62.1 Introduction

As the worldwide interest is shifting towards sustainable energy production, a lot
of investment is being made into solar energy systems making photovoltaic plants
a major area of investment in the energy sector today. In order to get high returns,
the PV plants must perform at their peak efficiency. However, most of the PV
plants suffer from critical performance issues pertaining mainly to their vast sizes.
For instance, the maximum peak power point of a solar panel could decrease
significantly due to dust particles settling on panels, impact of wind on panel’s
temperature, sudden shadowing, presence of clouds in some area of the plant,
failure of a particular element of the plant, solar shading, inter row shading and
many more. Therefore, a robust and efficient monitoring system which can provide
us with values of different parameters of each solar panel, string inverter, grid etc.
can vastly improve the performance of the plant. Apart from improving the amount
of power generation the precise information of panel, inverters and grid parameters
can also help the investor to estimate the cost involved in power generation
accurately [1, 2].

In the proposed system, individual panels in a solar array can transmit diagnostic
data over the existing DC power lines to an Array Diagnostic Unit Controller
(ADUC) which can probe specific diagnostic information to a data monitoring
console. This system makes use low cost DSPs and uses existing DC power lines as a
communication channel which makes the design compact and cheap.

62.2 Circuit Design and Topology

The remote monitoring system discussed in this paper is applicable for PV plants
employing String/Central inverters wherein a large number of PV panels arranged
in series–parallel combination connect to a String/Central inverter (Fig. 62.1).
Each of the panels and the String/central inverter in the PV plant has a Micro-
controller Unit (MCU) mounted on it in a Slave and Master configuration. The
Slave MCU updates itself with different parameters (like voltage, current, ambient
& panel temperature, humidity etc.) values through sensor box present on each
solar panel. The Master MCU communicates with the Slave MCU over existing
DC power lines using Frequency Shift Keying (FSK) within frequency range of
100 kHz and data rate between 0 and 10 kbps following Narrowband PLC stan-
dards (IEC 61344, ANSI/EIA 709.1, 0.2, UPB as referred in Table 62.1) suitable
for the control and command application. A C# (C Sharp) based GUI communi-
cates serially with the master controller to show diagnostic data at the receiver‘s
end using RS485 protocol which is very suitable for working under hard ambient
and noisy conditions. The proposed system minimizes the use of hardware by
exploiting TI’s TMS320F28027 Piccolo MCU’s peripherals which include the
Serial Communication (SCIA) & Pulse Width Modulation (PWM) modules for
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designing the Modulation circuit, Digital filter library & Comparator module for
designing the Demodulation circuit.

The experimental results provided in this paper are for Space frequency,
F0 = 18 kHz & Mark frequency, F1 = 21 kHz with baud rate of 400 bps for testing
purposes. However, sine waves corresponding to space and mark frequencies in the
range of 100 kHz will be used in the final design of the communication system.

62.3 Design Implementation

62.3.1 Modulation

This system implements FSK modulation (Figs. 62.2 and 62.3). The information
data sent through GUI is received by the MCU via a UART port. Inside MCU, the
received data is further converted into data packets and depending upon the value
of data bits being ‘0’ or ‘1’, a PWM waveform is generated with 50 % duty cycle
for the particular space & mark frequencies giving us a square wave FSK wave-
form as the output. Two such waveforms are generated with an optimized phase
difference (as discussed in Table 62.2), superimposed and passed to a sallen-key
low pass multi feedback filter to get a single frequency sinusoidal FSK waveform.
A number of significant factors like Electromagnetic Interference (EMI), Total
Harmonic Distortion (THD), etc. have been taken into consideration for generating
sine waves from PWM.

Hðf Þ ¼
�R2

R1

ðj2pf Þ2ðR2R3C1C2Þ þ j2pf R3C1 þ R2C1 þ R2R3C1
R1

� �� �
þ 1

: ð62:1Þ

+- + +- -

- - + -+

- 

+ + 

String 
Inverter

Master 
MCU 

Slave MCUPV panel parameter sensors Filter& Coupler /De-Coupler unit 

Fig. 62.1 Block diagram of proposed system
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Q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R1R2C1C2
p

R2C1 þ R3C1ð1� KÞ : ð62:2Þ

Equation (62.1) refers to the transfer function of the sallen-key multi feedback
low pass filter and (62.2) refers to the Q-point wherein ‘K’ is the Gain factor of the
filter. An optimization of the transfer function with respect to the Q-point and the
cut-off frequency has been carried out subject to the minimum and maximum
constraints of both these parameters for selecting mark & space frequencies
symmetrically around the Q-point [3, 4].

f ðtÞ ¼ 4
T

X1

n¼1

sin
np
2

� � sin npx
T

� �

npx
T

sin
2np
T

t

� �
: ð62:3Þ

Equation (62.3) represents the Fourier series of the added PWM signals wherein
‘T’ is the period and ‘x’ is the pulse width as shown in Fig. 62.4. The equation can

Table 62.1 PLC technology classification based upon the data rate

Low data rate High data rate

Data rate 0–10 kbps [1 Mbps
Modulation BPSK,FSK, S-FSK, QAM PSK + OFDM
Standards IEC61344, ANSI/EIA 709.1,.2 , UPB G.hn, IEEE 1901
Applications Control and command applications Broad-band via PLC,

VCC 
 3.3  V 
 reg.IC 

sensor i/p
ADCIN 

DSP 
TMS 
320 

 C280xx 

GUI 

SCIA 

PWM1 

PWM2 

To 
Filter 

ADCIN 

From De-
Coupler 

Fig. 62.2 DSP control board
interface

Fig. 62.3 Sallen-key low
pass multi feedback filter
circuit
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be split into the fundamental quantity and the harmonics to obtain the THD of the
wave.

THD ¼
R t

0 ½f ðt; n ¼ 1Þ�2dt
P1

n¼2

R t
0 ½f ðt; nÞ�

2dt
� � : ð62:4Þ

Theoretically, it has been proved that the optimum value of ‘x’ is 0.37T.
However, using (62.1), (62.3) and (62.4) it has been observed that the optimum
value of ‘x’ is 0.33T when the transfer function of the filter is taken into account as
confirmed by experimental data shown in Table 62.2.

62.3.2 Coupling/De-Coupling Circuit

The FSK sinusoid signal is fed to a coupling (High Frequency Transformer) circuit
(as shown in Figs. 62.5 and 62.6) which superimposes the data on the DC signal
via a capacitor at the transmitter’s end and blocks the DC voltage [5, 6]. The
coupling circuit makes use of a transformer to minimize the noise which occurs on
account of common grounding. The circuit delivers maximum signal power using
impedance matching circuit at a resonance frequency of 19.5 kHz.

Table 62.2 THD‘s of FSK modulated signals at different values of ‘x’

Phase diff. x/T THD

Without filtering effect With filtering effect
144 0.1 0.4155 0.004275
108 0.2 0.3722 0.002562
72 0.3 0.362 0.0007017
60 0.33 0.3157 0.0003064
46.8 0.37 0.2903 0.0005937
36 0.4 0.3029 0.0009663
18 0.45 0.3718 0.001436

Fig. 62.4 (Top to Bottom)
PWM signals, super-imposed
PWMs, FSK sine wave signal
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62.3.3 Demodulation

The Demodulation technique used here exploits the multiplication property of two
sine waves [7] as shown in Fig. 62.7 and can be implemented on DSP using RTOS
[8].

The received modulated signal ‘S(n)’ with a bit period ‘Te’, is multiplied with
its delayed form ‘S(n-k)’. If the time samples ‘n’ and ‘n-k’ belong to the same bit
period, say corresponding to the frequency ‘F0’ and delay ‘k’ is smaller than the
number of samples in a bit, then the product will be as follows :

vðnÞ ¼ sðnÞ � sðn� kÞ ¼ A sinð2pF0nTeÞ � A sinð2pF0ðn� kÞTeÞ: ð62:5Þ

vðnÞ ¼ A2

2

� �
½cosð2pF0kTeÞ � cosð4pF0 nTe � 2pF0kTeÞ�: ð62:6Þ

In (62.5), the first term is a function of ‘k’ only and hence, it is constant as long
as ‘n’ and ‘n-k’ belongs to the same bit. The second term contains some har-
monics which can be removed by filtering ‘v(n)’ using a low pass filter. Thus, we
get :

A2

2

� �
cosð2pF0kTeÞ for ‘0’ & A2

2

� �
cosð2pF1kTeÞ for ‘1’.

To get optimum results (62.7) should be maximum.

dðkÞ ¼ cosð2pF0kTeÞ � cosð2pF1kTeÞj j: ð62:7Þ

In Fig. 62.8, the sampling frequency FS = 100 kHz and bit period Te is 2.5 ms.
The delay k = 1 which gives d(k) = 1.976 and the low pass filter is a simple IIR
digital filter (order 4) with a cut-off frequency around 2 kHz.

Fig. 62.5 C1: DC power line
(15 V) coupled with FSK
sinusoidal signal
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62.4 PLC Channel Noise Considerations

The noise associated with PLC can be classified into 5 principle types based upon
the it‘s sources as shown in Fig. 62.9.

The model proposed in this paper makes use of the active filter to compensate for
the loss in amplitude of the signal to remove noise. The use of transformer in the
coupling unit (as shown in Fig. 62.6) minimizes the noise which occurs on account
of common grounding. Also, the use of sine waves (approx. monotones) in FSK
helps to filter out the noise at the receiver end considering the fact that the noise is
spread over the entire frequency spectrum. It is also very beneficial because the noise
sources at the receiving side significantly affects the data throughput as compared to
the noise generated at the transmitting side thus limiting the baud rate.

Fig. 62.6 Coupler/decouple
circuitry

Fig. 62.7 Block diagram of
demodulation circuit

Demodulated 
signal 

L
P
F

COMP

Delay k 
samples

FSK 
modulated  
signal 

S(n-k)

S(n)Fig. 62.8 (Top to Bottom)
FSK data, demo-dulated
signal filter o/p, comparator
o/p
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62.5 Conclusion

This paper discusses the implementation of an advanced DSP based PLC modem for
the remote monitoring system of a PV plant. The use of DSPs for generating FSK
communication signals as well as for other objectives like reading sensor’s values
and performing control functions like MPPT facilitates for cost cutting and low
power consumption and uses DSPs. The PLC technology used does not require any
extra cabling and has a fairly simple circuitry unlike wireless networks which makes
it very cheap and easy to implement. The solution addresses key PLC problems of
contamination of communication signals and power consumption losses. The salient
features of the system are its efficient conductive coupling, over voltage protection,
and impedance matching for delivering maximum signal power.

However, one of the critical improvements to the system would be the use of
OFDM which is the most preferred DSP technique in the PLC Modems pertaining to
the most obvious advantages like extra robust coding mechanisms and the ability to
deal with asymmetric interference generated on account of the transformers.
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Chapter 63
Digital Security with Thermal Dorsal
Hand Vein Patterns Using Morphological
Techniques

V. K. Sree and P. S. Rao

Abstract Many biometrics such as face, finger prints and Iris have been devel-
oped extensively for human identification purpose and also to provide authentic
input to many security systems in the past few decades. However verification using
vein patterns of hand is less evolved and developed compared to other human
traits. A new personal verification system using the thermal imaged vein pattern in
the back of the hand that is the dorsal part is proposed in this paper. The hand vein
pattern images are acquired using thermal tracer, enhanced using normalization
and vein patterns are extracted using locally adaptive thresholding and skeleton-
ization techniques. Similarity has been checked using Euclidean distance measure.

Keywords Dorsal hand vein patterns � Normalization � Adaptive thresholding �
Skeletonization � Euclidean distance and identification

63.1 Introduction

Personal identification systems are gaining lot of demand due to increased threats
and attacks from the terrorists. These can be prevented by tightening the security at
important places. The traditional methods make use of smart cards or personal
identification numbers etc. to identify a person. However these methods have
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limited security and are unreliable. Biometrics is the science of identifying a
person using its physiological or behavioral features [1]. Compared to traditional
methods biometric features are much harder for intruders to copy or forge and it
has one more advantage that it is very rare for them to be lost. Hence for iden-
tification systems making use of biometric features offer a much more secure and
reliable performance. Each of these biometric features has its strengths and
weaknesses. Anatomically aside from surgical intervention the shape of the vas-
cular patterns in the back of the hand is distinct from each other and it remains
stable over a long period [2]. In addition as the blood vessels are hidden under-
neath the skin and are invisible to the human eye, vein patterns are much harder for
intruders to copy as compared to other biometric features [3]. All these special
properties of hand vein patterns make it a potentially good biometric to offer more
secure and reliable features for personal verification [4]. Physical are related to the
shape of the body like fingerprint, face recognition, DNA, palm print, hand
geometry and iris of the eye. Behavioral are related to behavior of a person like
voice, gait etc. The biometrics should have the certain characteristics like each
person should have the said characteristic, it should distinguish individual from
another, should be resistive to ageing, easy to acquire, should be accurate, robust,
and should have acceptability. A biometric which possesses more number of
characteristics is treated as a good bio-metric. A biometric system can operate in
two modes, one is Verification and Identification. Verification is the one to one
comparison of a captured biometric with a stored template to verify that the
individual is who he claims to be. The identification only succeeds in identifying
the individual if the comparison of the biometric sample to a template in the data
base falls within a previously set threshold. Before the Verification or Identifica-
tion an individual should enroll his information in the system to store it as template
for subsequent uses. During the identification process, the Query image is matched
with the set of templates available as data base with the help of some image
processing algorithm. During this signature recognition, lot of comparisons need to
be carried out with every template in the database.

63.2 Preliminaries

63.2.1 Materials

Veins are hidden underneath the skin, and are invisible to the naked eye and other
visual inspection systems. However human superficial veins have higher temper-
ature than the surrounding tissue. Based on this fact, the vein pattern in the back of
the hand can be captured using a thermal camera. In this work NEC Thermal tracer
is utilized to acquire thermal images of the back of the hand. The images collected
from different people in a normal office environment between 20 and 25oC.
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63.2.2 Method

The Identification of hand vein pattern architecture is carried out from the given
set of images according to the flow diagram given in Fig. 63.1. The thermal
images are acquired for the backside of the hand. But the veins are more prominent
on the back of the hand, and less in fingers.

Hence the region of fingers is removed and the remaining hand image will
become the region of interest. The cropped images quality has been enhanced by
applying median filtering and Gaussian filtering followed by normalization. Vein
patterns are extracted by adaptive thresholding segmentation [5]. The extracted
Vein patterns are skeletonized. With the help of line segment Euclidean distance,
the Vein patterns are identified from the data base.

63.2.2.1 Preprocessing

A rectangular region of the hand is extracted as region of interest by removing the
fingers from the image. The speckling noise present in the images during acqui-
sition is removed by passing through a 5 9 5 median filter. The high frequency
noise is removed by passing through a Gaussian low pass filter, with standard
deviation r ¼ 0:8 and the kernel of Gaussian filter is given in Eq. (63.1)

H u; vð Þ ¼ e
�D2ðu;vÞ

2r2 ð63:1Þ

The possible imperfections in the image due to the sensor noise and other
effects are reduced by normalizing the cropped hand Vein image. The normali-
zation process is described by Eqs. (63.2) to (63.3).

Fig. 63.1 Steps involved in identification of hand vein pattern architecture
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where ¼ l ¼ 1
N �M

XN�1

x¼0

XM�1

y¼0

Iðx; yÞ; r2 ¼ 1
N �M

XN�1

x¼0

XM�1

y¼0

Iðx� yÞ � lð Þ2

ð63:3Þ

Where I(x, y) is the image sized N �M, rd = desired value for Variance and
ld = desired value for Mean. The values of ld are selected as 0.5479 and the value
of rd is selected as 0.0028 on experimentation, to achieve optimum results.

63.2.2.2 Segmentation

To segment the vein patterns from the background, locally adaptive thresholding is
adopted. For every pixel in the image, its threshold value is set as the mean value
of its 13� 13 neighborhood. After segmenting the Vein patterns, their shapes are
extracted by using skeletonization algorithm.

63.2.2.3 Skeletonization

The skeletonization of a binary object is a collection of lines and curves that
encapsulate the size and shape of the object. Skeletonization is done using thinning
algorithm in this work.

Thinning

Thinning is a morphological operation to reduce binary objects or shapes in an
image to strokes that are a single pixel wide called skeletons. The thinning is
performed by transforming the origin of the structuring element to each pixel in
the image. Then it is compared with the corresponding image pixels. When the
background and foreground pixels of the structuring element and images are
matched, the origin of the structuring element is considered as background.
Otherwise it is left unchanged.

The thinning of a set A by a structuring element B, denoted as A� B:

A� B ¼ A� ðA� BÞ ¼ A \ ðA� BÞc ð63:4Þ
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63.2.2.4 Similarity Detection

Vein pattern matching is done by measuring the line segment distance between a
pair of Vein patterns. The Euclidean distance measure is considered for computing
the similarity. Euclidean distance between p(p1,p2,….pn) and Q(q1,q2,….qn) in
Euclidean n-dimensional is defined by the relation

D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðp1 � q1Þ2 þ ðp2 � q2Þ2 þ . . . ::ðpn � qnÞ2

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn

1

ðpi � qiÞ2
s

ð63:5Þ

An unknown pattern is assigned to the class to which it is closest in terms of
distance measure.

63.2.3 Results and Discussions

The hand pattern images are formed as a data base after extracting the region of
interest. The data base of input images are shown in Fig. 63.2. These cropped
images become template images. The results obtained for various processing steps
are shown in Fig. 63.3a, b, c, d, e. False acceptance rate and false rejection rate are
the two parameters considered as evaluation parameters.

Fig. 63.2 Data base of input images

Fig. 63.3 a Hand pattern image, b cropped image, c image after using median filter, d image
after using Gaussian filter e image after skeletonization
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63.2.3.1 False Rejection Rate, False Acceptance Rate

False rejection rate refers to the total number of authorized persons not getting
access to the system over the total number of people attempting to get the system.

False acceptance rate refers to the total number of unauthorized persons getting
access to the system over the total number of people attempting to the system.
Table 63.1 gives the values of Euclidean distances measured between each Query
image with the images in the data base. Table 63.2 gives the false acceptance rate
and false rejection rate measured for the data base (shown for 4 images).

63.3 Conclusion

The proposed method is able to identify all the images with 100 % acceptance rate.
The Gaussian filter is able to remove the noise successfully because of the
Adaptive selection of standard deviation. The skeletonization helped to extract the
patterns much more accurately so that acceptance rate has been increased and this
is 100 % because of small data base.
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Chapter 64
Design of a Two Phase Inverter
for a Specific Two Phase Induction Motor
Through MATLAB Simulation

A. Y. Fadnis, R. M. Mohoril, D. R. Tutakne
and Gaurav Gondhalekar

Abstract In this paper operation of two phase VSI supplying a two phase balanced
cage induction motor is simulated using MATLAB simulation. The concept of
switching function is used for simulation of balanced two phase motor for the first
time. The simulation results give information regarding the voltages and currents of
the various switches of the inverter have to withstand and hence help in choosing
components with proper ratings for a specific motor for a two phase motor drive.

Keywords Two phase inverter � Sinusoidal pulse width modulation (SPWM)
switching function

64.1 Introduction

The operation of three phase voltage source inverters for supplying three phase
motors is widely studied.[1, 2].The use of switching functions for the simulation
studies of inverters is explained and implemented by Lee and Ehasani [2]. It is
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however to be appreciated that like three phase cage type induction motors, two
phase balanced cage type induction motors are also used in association of the
appropriate two phase VSIs [3, 4].

64.1.1 Simulated System

The simulated system is shown in Fig. 64.1. The circuit used is a H bridge inverter.
It consists of four switches and a centre—tapped d.c. link supplied by a diode
rectifier The circuit also shows the two phase symmetrical motor with two
windings a and b. The two windings are arranged spatially at 90� electrical on the
stator. Two terminals of the two windings are connected at point N which is
connected to O. The switches are operated in a sequence decided by sinusoidal
pulse width modulation (SPWM). The sequential operation of switches give rise to
two voltages 90� electrically apart. The carrier frequency for SPWM is 1 kHz,
modulation index is 8, input voltage = 300 V and the load is a series combination
of R = 3.87X and L = 20 mH.

64.1.2 Simulation of the Output Voltage of the Inverter

In the simulation implemented in this paper, switches are not simulated as physical
switches but as transfer functions which process the input voltages into output
voltages just as physical switches do. A switching function is like transfer function
such that

Vout ¼ SF½ � � Vin ð64:1Þ

Switching functions SF1 and SF2 correspond to SPWM strategy. The switching
functions SF1 and SF2 will differ from one PWM technique to another. Here SF1

and SF2 are defined and implemented for the specific SPWM technique.
Figure 64.2a and b show the block connections for SF1, SF2 voltages and the
simulated voltages Va and Vb

Vdc/2

Vdc /2

1 2

3 4

A

B

alpha

BetaN

2 phase IM
IS1 IS2

O

IinFig. 64.1 The system used
for simulation
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64.1.3 Simulation of Motor Current Waveforms ia and ib

For calculation of motor currents ia and ib the motor is represented by a series
combination of R and L, corresponding to the parameters of the motor under
stalled condition (since the stalled condition corresponds to the maximum current
that will have to be fed to the motor). The currents in these phases a and b are

Va ¼ Ria þ Lia=dt ð64:2Þ

Vb ¼ Rib þ Lib=dt ð64:3Þ

The block simulating the currents Ia and Ib are shown in Fig. 64.3 and the
currents in Fig. 64.4

64.1.4 Simulation of Switch Currents

Individual switch of the inverter is made of parallel combination of controlled
switch and diode. For finding out current in controlled switch the simulation of
switching functions SF3 and SF4 is required. Figure 64.5 shows blocks for SF3 and
SF4 and the concerned simulated waveform.
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Calculation of IS1 and IS2 shown in Fig. 64.1 is done with the help of following
equation

IS1 ¼ SF3½ � Ia ð64:4Þ

IS2 ¼ SF4½ � Ib ð64:5Þ

The connected blocks and the simulation of IS1 and IS2 are shown in Fig. 64.6.
IS2 is similar to IS1 with 90� phase shift.

The positive half wave represents the current through controlled switch whereas
the negative half wave represents the current through the diodes. The separation of
the switch current and the diode current is shown in the following Fig. 64.7

64.1.5 Calculation of Average, Rms, and Peak Value
of Switch Currents

The peak value is easily noted from the waveform as 22 amps. The rms, and
average values calculated from MATLAB blocks are 8.9 A rms and 4.7 A average
respectively. The use of switching functions has made it possible to realize that the
rms value of the switch current is only half the rms of the total load current. Use of
switching functions has also brought out the fact that the switch current has a
unidirectional average component.

64.1.6 Discussion and Analysis of the Simulation

The analysis shows that it is possible to evaluate the maximum currents that the
inverter will have to feed to the motor. Hence it is useful to determine the rating of the
inverter switch (both the controlled switch and diode parts of the component switch).
The analysis also shows that the rms value needed to be fed through the controlled
switch can be separately calculated because of the use of switching function.
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64.2 Conclusion

It is seen that the knowledge of the load parameters is essential for calculating the
ratings of inverter switches. It is also seen that the use of switching function
techniques gives a more realistic estimate of rms ratings of the diode and the
controlled switch.
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Chapter 65
Artificial Neural Network Based Power
System Stability Analysis

S. Kumari Lalitha and Y. Chittemma

Abstract In this paper, an Artificial Neural Network (ANN) approach for the
analysis of a power system stability has been proposed and proved to be effective.
Here the main consideration is the power system voltage stability i.e. static voltage
stability. With instance of 9-Bus [3] power system, also worked on IEEE-57 Bus
[4] system and it is verified that the method is effective for power system voltage
stability assessment.[3, 4, 8] The implementation of these structures is shown
through Mat lab and by the use of ANN approach [5, 6] and the above two
methods are compared for the test system. The network would be a useful tool to
assess power system voltage stability quickly.

Keywords ANN � Power system voltage stability � VCPI � Newton–Raphson
method � Load flow � BP neural network

65.1 Introduction

Power System Voltage Stability [8] is the ability of a power system to maintain
acceptable voltages at all buses in the system under normal conditions and after
being subjected to disturbance. Power system Voltage stability assessment is to
determine whether the power system is voltage stable or not [7]. Power system is
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inherently complex, non-linear, uncertain and so on. As a result, it is difficult to
use conventional techniques and mathematical models to describe power system
voltage stability assessment. For this, the voltage collapse proximity indicator
(VCPI) [2] is used. This paper presents a Back Propagation Neural Network
approach [5, 6] for the assessment of power system voltage stability with the VCPI
[2] as assessment index. The static model is based on load flow calculation. With
instances of 9-Bus, IEEE-57 Bus power system, it is verified that the method is
effective to voltage stability assessment [3, 4] on power system.

65.2 The Voltage Collapse Proximity Indicator

Voltage collapse proximity indicators [2] are considered as measures to estimate
whether the voltage of a system collapses or not. It varies in the range between 0
and 1 with L \ 1 for stable state and L = 1 for voltage collapse state. The VCPI
for a node j can be calculated by

Lj ¼ 1þ V0j

V2j

����

���� ¼
Sj

V2
j Yjj

�����

����� ¼
Sj

V2
j Yjj

Where Sj is the transformed power, Yjj is the transformed admittance ¼ 1=Zjj

� �
;

and Vj is the consumer node voltage.
It is difficult to calculate the index L for each load bus directly by the math-

ematical analysis. As a result, this paper presents a BP neural network to estimate
the index L, sequentially to assess the power system voltage stability rapidly and
timely. Since the power system voltage stability is affected mostly by load char-
acteristics of the system, that is, with the power of load bus increasing, the system
becomes more close to voltage instability.

Fig. 65.1 9-Bus system
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65.2.1 Training the Neural Network

The proposed method has been tested in 9-Bus system [3] shown in Fig. 65.1.
The patterns used for training network are given in Table 65.1 (only lists 9 set

of data).
And L5 = 1 and L5 [ 1 loading levels also shown in Table 65.1.

65.2.2 Generation of Training Data

The method of generating the training data [1] is as follows:

a. Only change the active power of certain bus, the others remain the same;
b. Only change the reactive power of certain bus, the others remain the same;
c. Only change the active and reactive power of certain bus, the others remain the

same;
d. Change the active and reactive power of all buses.

Table 65.2 Indicators of every load bus for IEEE 57-bus system

Next 12 load buses (43,44,47,49,50,51, 52,53,54,55,56,57) 
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65.3 Case Studies

The method also tested on IEEE 14, 30 and IEEE 57-bus system [4] which are
shown in Table 65.2.

65.4 Discussion and Conclusion

A BP neural network approach [5, 6] for the voltage stability assessment of a
power system has been proposed and proved to be effective. The test results of the
three-layer BP neural networks indicate that if the sample data are accurate,
reliable, and the model parameters are appropriate, the network would be a useful
tool to assess voltage stability quickly on line.
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Chapter 66
Efficient Bandwidth Utilization
in Client–Server Models

Alex Antony Arokiaraj

Abstract The amount of data sent in the network conspicuously affects the net-
work performance and it also adds significant latency to the applications. Various
data compression techniques have been in use for decades providing both storage
efficiency as well as transmission efficiency. For applications that communicate
over a network with limited bandwidth, efficient bandwidth utilization not only
depends on the amount of data sent in the network, but also on the number of calls
made between the applications, especially in client–server models. Therefore
something apart from the techniques of data compression has to be ordained to
achieve the latter. Mitigating the number of calls made between the client and the
server should not affect the data consistency between them, thereby making the
applications unreliable. I propose a model to be incorporated in the client–server
frameworks to achieve efficient bandwidth utilization, by constricting the number
of calls made between the two applications, and also the amount of data sent. Since
there is a considerable amount of information sent on each call, reduction in the
number of calls results in a substantial reduction in data transmissions. The
information sent on each call, not only refer to the TCP/IP setup, but also the
server’s original response to a request from another client. I confer the ‘‘eBUCS’’
protocol, which will be intricately tied up with the client–server frameworks, and
also the scenarios under which the protocol will limit itself in order to avoid its
adverse effects on the latency.

Keywords eBUCS � Client–Server frameworks � Bandwidth utilization � Traffic
analysis and optimization � Latency
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66.1 Introduction

Most network applications can be divided into two pieces: a client and a server.
They utilize the network bandwidth in terms of original data that is transferred, and
the calls made between them. These calls are made through numerous protocols,
such as NetBIOS�, RPC (Remote Procedure Call) �, DCOM�, Pipes�, IPC (Inter-
process Communication) � [1]. Every call is initiated by a request from the client
or server.

Clients most probably do not share any of their resources, but requests a ser-
ver’s content or service function. Therefore a ‘request’ can be interpreted as
something that intends to know some information or data, which the client does
not know. In most of the architectures, the server serves data to its clients from its
database. Hence, in any application, that exploits the client–server model, a
request can be classified into two major categories. 1. A request for information. 2.
A request for a communication link to be established ex: TCP/IP� setup.

66.1.1 Predicaments Eliciting the Need of a Protocol

Request handling is done by the application developer himself, which opens up the
possibility of ‘requests and information overflow’ causing the latency of the
applications and the network performance itself to plummet. Some examples
include (a) Creating a request that provides the exact information that the client
already has (b) Generating frequent requests for operations on the same set of data,
from the server; Rather the developer would have chosen to copy the data from the
server to the client and perform recurring requests within the client itself. There is
no common straight-forward solution to all these delicate situations, because a
straight-forward solution would count on the efficiency in terms of other factors.
For example, copying the information from the server to client and then per-
forming operations on the client-side data would be beneficial, only if there are
more probable operations in the client-side that operate on the same set of data. If
the probability of the operations working on the same set of data is less, then
copying the entire information would be a mere waste of bandwidth. A subtle
inspection on these drawbacks shows that, more than a common solution, an
intelligent protocol, that would possess higher acclimatization capabilities is
required. The following sections of the paper will describe the architecture and the
call flow set up of the proposed protocol. It will be followed by the simulation
results to show that, the proposed methods supports the arguments put forth in this
paper.
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66.2 Virtual Client Database

In many commercial applications (like Access Management System), the client
will utilize only a portion of the server’s database that is allotted to it. For example,
a client named ‘X’ will use only data content that relates to ‘X’ in the server’s
database. Any other content in the server’s database is irrelevant to client ‘X’.
Practically, there are applications where clients utilize other user’s information and
all of them share a common data, but for the better understanding of the archi-
tecture, we will consider the generic Access Management System where the client
‘X’ uses only the content related to the ‘X’ in the servers database and all other
users have permission to add information to the content of ‘X’. Although, we are
primarily dealing with the probability of operations that operate on the same
dataset, considering this generic access management system as described above
forms an excellent base for the architecture, and an acute introspection shows that,
it can ideally be used as a model to build the intelligence of the protocol, and
eventually be amended to support all situations.

In the model we have considered, there is limited information for a particular
user. Hence if there are multiple operations that operate on the same dataset, the
developer can choose to copy the dataset specific to the particular user in the
client, and the succeeding operations will be performed in the client-side without
reaching the server. Such a database that is created on the client’s side is called as
a ‘Virtual Client Database’ (VCD). Therefore ‘eBUCS’ protocol will create a
VCD of the client-specific information from the server’s database, in the client if
the value Tn, exceeds a certain value. Discussion on the eBUCS threshold value
and its equation is described in the simulation results (Sect. 62.3).

66.2.1 Operations on the VCD

The eBUCS protocol will mediate all the requests that are originating from the
client. The originating requests from the client can be classified into two categories
1. Modifying requests 2. Non-modifying requests. Modifying requests are those
that tend to change the information contained in the server’s database. Non-
modifying requests are those that will not affect the information contained in the
database. For example, operation ‘sort’ is a non-modifying request while ‘delete’
is a modifying request. All the modifying requests will be routed to the server
while the non-modifying requests will be routed to the VCD running in the client
itself. Therefore the frameworks have to be intricately tied up with the eBUCS
protocol. eBUCS protocol will have all the possible operations defined under its
own library and will provide an interface to define user-defined operations as well.
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66.2.2 Virtual Client Database Server

In order to provide support for multiple applications running on the same client
machine, or multiple groups of operations working on a subset of different data-
sets, a VCD server with multiple VCDs is created as shown in Fig. 66.1. It will in
turn serve requests from multiple applications running on the same client, and all
the requests will be handled by the child processes created by the VCD server.
eBUCS operates on top of the application Layer in the OSI model. It affects the
network as well as the transport layers. Any client application initiating a request
forwards the request to eBUCS. eBUCS with its own set of library functions and
the user-defined functions classifies it into a modifying request or a non-modifying
request. For non-modifying requests, eBUCS replaces the destination IP address in
the network layer with the local host address and the port number with the
listening port of the VCD Server (Fig. 66.1).

Once the non-modifying request is routed to the VCD server, there is a per-
sistent connection between the application and the specific VCD. The connection
is closed, once the operation returns the result to the application. For modifying
requests, eBUCS acts as a transparent medium and passes the packet on to the
presentation layer. There are some exceptions to this. If the eBUCS threshold
value Tn, is not reached, then eBUCS handles the non-modifying request as though
it is a modifying request.

66.3 Simulation and Results on Bandwidth Utilization

Let us consider the generic Access Management System with three related tables
for a user and his associated profile information. The server database for the client-
application contains three related tables. The Fig. 66.2 represents the interface that
is presented to the user. The interface contains two operations. (a) Filter based on
region (b) Filter based on location. The first operation fetches all the related node
information for the user from the server database, and fills the location and the
user-profile-box. The second operation fetches the same information, but fills only

Fig. 66.1 Model showing the operation of the VCD Server
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the user-profile box. The two important factors to note here is that, both the
operations will initiate a non-modifying request from the client and they operate
on the subset of a same dataset. The dataset is the entire information specific to the
user in all the three related tables.

A simulation was performed to analyze the bandwidth utilization, by following
the normal strategy of initiating a request to the server, in response to a client call
and then, by creating the VCD and routing the non-modifying requests to it. The
simulation involved the following considerations. (a) Approximate length of a
TCP/IP datagram is 20 bytes long. (b) The number of bytes required for con-
nection setup and connection close is approximated to 20*6 = 120 bytes. (c) The
number of bytes associated with each database query is approximated to 1 byte. (d)
From points b and c, the total approximate number of bytes transferred during a
non-modifying request from the client is calculated as (20*6) ? 1 = 21 bytes. (e)
The total amount of information associated with user-a on all the three related
tables, is 4 K = (4*1024) = 4096 bytes. (f) All the non-modifying requests
results in a dataset that is a subset of the 4,096 bytes, as mentioned above.

The graph in Fig. 66.3 shows the cumulative amount of data transferred during
each event. An event is any operation that might initiate a request at any time ‘t ‘.
The normal curve is plotted for the amount of bytes transferred on each event along
with the server’s response, circumventing the VCD. The eBUCS curve is plotted for
the amount of bytes transferred on each event, but now the non-modifying requests,
passing through the VCD. There are some interesting observations on this graph. (a)
The points of intersection of the two curves, are referred to as ‘eBUCS threshold
points’ designated by Tn. (b) It is obvious that, the cumulative amount of data
transferred is higher for the normal curve after the points of intersection Tn. (c)
However, there is one exception at event 8, where the cumulative amount of data
transferred is higher for the eBUCS curve after Tn. This is the point when an update
took place in the server and the eBUCS engine had to transfer all the updated
information to the client. (d) A subtle observation shows that, at event 8, the normal
curve gains a massive increase in the slope which provides us a common solution.

Fig. 66.2 Sample dataset format on which the simulation was performed. The tables user-
information, node-information, access-information are present in the server and the user-profile
box is presented to the client
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Beyond all the eBUCS threshold points, the tendency of the application to utilize
the bandwidth is far higher for normal curves (Fig. 66.3).

66.4 Intelligent eBUCS and eBUCS Equation

The Fig. 66.4 is a representation of the protocol flows and gives an insight of how
eBUCS provides an intelligent approach to varying situations by using the value of
Tn. It is time to generalize the observations made from the basic model we con-
sidered and create intelligence in the protocol to work efficiently in all scenarios.
The graph clearly shows that the concept of creating a virtual client database is not
efficient in all cases. Let us consider an application, where both the curves don’t
intersect at all. Therefore Tn = ?. Creating a VCD will create adverse effect on
the B/W utilization in this scenario. In fact, this is the worst adverse effect, eBUCS
will pose on the B/W utilization. A Solution would be to pass the non-modifying
requests to the VCD only when an event occurs after Tn is reached. However, it is
very unfair for an application developer to do all this pre-analysis and calculate Tn,
before the application is developed. It is also to be noted that the value of Tn is
likely to change post deployment, as it greatly depends on the probability of non-
modifying requests that occur over a period of time. Hence eBUCS should con-
sider calculating this value dynamically so that it possesses enough intelligence to
be embedded in all the client–server frameworks. The following section focuses on
calculating the value of Tn. Let ‘N’ be the total amount of information, the subsets
of which forms the base dataset for non-modifying requests in the application. For
example, if A is the dataset which an event ‘e’ operates on, then A , N. Any
event (a non-modifying request) that operates on this subset results in a response,
whose amount of bytes will be N-c, where c is the factor by which the total amount
of information is reduced by, to produce the response for the operation. C ranges
from 0 to N. Let ‘m’ be the amount of bytes transferred during an initial request
setup/termination and ‘o’ be the amount of bytes transferred for the query.
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Let us assume that the VCD is not is effect, and ‘n’ events occur over a period
of time, such that

a n1ð Þ ¼ N� c1 þ mþ o1: ð66:1Þ

a n2ð Þ ¼ N� c2 þmþ o2: ð66:2Þ

a nnð Þ ¼ N� cn þmþ o3: ð66:3Þ

and so on, where a(n) is the total amount of information transferred during an
event n. Considering the fact that ‘m’ is constant and ‘o’ is very small when
compared to a(n), when an operation iterates over a period of time, the two curves
intersect at this point

Tn ¼ N=N� c: ð66:4Þ

If there are two operations that iterate over a period of time and are equally
likely to occur, then the two curves intersect at this point,

Tn ¼ 1=2½1=ð1� c1=NÞ þ 1=ð1� c2=NÞ�: ð66:5Þ

For ‘n’ operations that iterate over a period of time and are equally probable,

Tn ¼ 1=n½1=ð1� c1=NÞ þ 1=ð1� c2=NÞ þ . . .. . .. . . þ 1=ð1� cn=NÞ�: ð66:6Þ

These equations, however do not consider the updates that are likely to happen
in the server database. They hold good only when the probability of updates that
might occur over a period of time is lesser than the probability of operations that
might occur in the client-side over a period of time. This is also seen clearly from
the graph. At event 8, the cumulative amount of data transferred for eBUCS curve
is higher than the normal curve, however the normal curve suffered a sudden
increase in slope, because the probability of updates in the server database was
lesser in the simulation done. Hence it is vital to rephrase the equation. Let ‘p’ be
the probability that a non-modifying request occurs. Therefore the probability that
it might occur over a period of time t is given by pt = 1-(1-pt)

�. If ‘s’ is the
probability that an update might occur in the server database, then for pt [ st, ‘n’
operations that are equally probable, will have

Tn ¼ 1=n½1=ð1� c1=NÞ þ 1=ð1� c2=NÞ þ . . .. . . þ 1=ð1� cn=NÞ� ð66:7Þ

This intelligence makes eBUCS to be incorporated in all client–server frame-
works and is handled in the eBUCS Probability Engine (EPE).

66.4.1 eBUCS Reference Model

See Fig. 66.4

66 Efficient Bandwidth Utilization in Client–Server Models 569



Reference

1. Rajinder Y (2007) Client/server programming with TCP/IP sockets 1

Fig. 66.4 eBUCS reference model showing the call flows

570 A. A. Arokiaraj



Chapter 67
Vlsi Approach for Four Quadrant Analog
Multiplier for 2.4 Ghz to 2.5 Ghz

Sanjay Tembhurne and L. P. Thakare

Abstract Wireless communication world is revolutionized because of the design
of the multiplier in the 2.4–2.5 GHz band because of the unlicensed use of the
frequency band to the entire user. Multiplier is a key block of analog communi-
cation system. Multiplier mixes the signals of different frequencies or signals of
different types, to strength signal for long distance communication, which
emphasises the designing of more efficient and low power mixers or multipliers for
RF applications. MOS RF (radio frequency) multiplier with reduces on chip area
operate at ISM Band frequency with high linearity. A 2.4–2.50 GHz band (ISM
BAND) multiplier designed and simulated on tanner tool 13. The simulations
results presented here are for 1–10 GHz. The circuit is implemented using 180 nm
level 3 models and simulated in TSPICE simulator. The transistor operating in
linear region reduces the drain current and also the power consumption with large
input range. Power consumption is reduces to 68.57 lW.

Keywords Analog multiplier � ISM band � Quadrant � RF (radio frequency)

67.1 Introduction

The industrial, scientific and medical (ISM) radio bands were originally reserved
internationally for the use of RF electromagnetic fields for industrial, scientific and
medical purposes along with communications. In the design uses the cascaded
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topology which makes circuit larger as number of MOS increase so the layout
become complicated, at the same time body effect problem is having the effect on
result. This body effect reflects on linearity of the circuit. Due to the reduction in
body effect the linearity of the circuit increase [4]. In the generalized mixer the
local oscillator radio frequency section has to design into different but here in the
proposed circuit the only the multiplier circuit is used for multiplication of the
signal.

Analog multipliers constitute a field of active research due to their usefulness in
analog signal processing [2]. Frequency translation, phase detection, correlation,
convolution, adaptive filtering, etc., are usually achieved using these circuits. So
the need of energy efficient with high linearity multiplier increases rapidly. Dif-
ferent structures for performing the multiplication of two signals are proposed [1–
6, 7, 8]. MOS transistor behavior in saturation region can be expressed with the
square-law equation in its ideal form. But, in practice, there are some second order
effects that make its behavior far from the square-law equation. These effects are:
body effect, channel length modulation, mobility reduction and etc. [2] this
problem of second order effect is minimize in the proposed multiplier because
MOS devices are operating in linear region.

67.2 Multiplier Principle

Eq: x:y ¼ kxy ð67:1Þ

Multiplier is the circuit which can multiply different parameter of the input signals
either frequency or amplitude or phase or combination of these in the proposed
multiplier circuit the output is the multiplication of the two signal x and y.
resultant is the kxy where k is the gain of the circuit x and y are the two input. The
amplitude of the signal will get multiplied and also the frequency of the signal will
also get multiplied.

67.3 Methodology

Design methodology is based on the four quadrants designing here to two x and y
are applied with out of phase of both at different input terminals. Design is
focusing on the parallel topology which is helpful to reduce the number of MOS

Fig. 67.1 Multiplier block
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device in the design this directly reduce the chip area. In this paper parallel
topology with one NMOS and one PMOS connected in parallel topology. The
circuit is in differential output mode. Output is the result of the difference between
two output o1 and o2. The advantage of differential mode is the common mode
noise will get cancelled so the output noise will reduces. This type of multiplier
exploits symmetry to remove the unwanted RF & LO output signals from output
by cancellation. From the above Fig. 2 of the proposed multiplier here is the four
drain current of four MOS device which is flowing through the load and get added
at the output node o1 and o2. As in proposed multiplier NMOS and PMOS are
connected in parallel but the output of the PMOS2 is connected to the drain of
NMOS1 of symmetric half of the multiplier and drain of PMOS1 is connected to
the drain of NMOS2. So the outputs are cross coupled.

IDN ¼ b VGS � VTHNð ÞVDS �� V2
DS=2

� �
ð67:2Þ

IDP ¼ b VSG � VTHPð ÞVSD �� V2
SD=2

� �
ð67:3Þ

From above Fig. 67.2 and using equation (67.1) and (67.2) total current can be
calculated i.e.

Fig. 67.2 Proposed multiplier

Fig. 67.3 DC analysis, transient analysis
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ID1 ¼ IDN1 þ IDP2 ð67:4Þ

ID2 ¼ IDN2 þ IDP1 ð67:5Þ

Form Eqs. (67.4) and (67.5)

ITotal ¼ ID1 þ ID2 ð67:6Þ

Power of the proposed multiplier is given by

PTotal ¼ ITotal � VDD ð67:7Þ

67.4 Simulation Results

In Fig 67.3 first result show the linearity result of the multiplier, linearity prove
that the circuit is having very less effect of harmonics distortion so the circuit gets
on as soon as the input is applied to the MOS device so circuit noise reduce it is the
result of DC analysis. Second shows result of transient analysis and the power
dissipation of the circuit having the average value of 94.57 lW. Third result shows

Fig. 67.4 AC analysis, noise analysis

Table 67.1 Multiplier specification

Sr.No Parameter Value

1 Supply voltage 0.8 V
2 Input frequency X = 2.4 GHz, Y = 10 GHz
3 Input amplitude X = 1 V, Y = 1.5 V
4 Output amplitude 1.5 V
5 Power dissipation 94.57 lW
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the amplitude modulated output of the circuit which is nothing but the differential
output of the circuit giving the multiplied output of 1.5 V from the input 1 and
1.5 V.

In Fig 67.4 first result shows AC analysis having the bandwidth between 2.4
and 2.5 GHz same as Bluetooth operating frequency. So the multiplier is useful for
designing of the Bluetooth device. Circuit can do the modulation and demodula-
tion both operations with small parameter change in circuit. Second and third
result shows the input and output noise respectively (Table 67.1).

67.5 Conclusions

Multiplier in this paper is design for ISM band so that multiplier can be used in the
different ISM band using circuit design directly. The power consumption of the
circuit is also low so that battery life of the new device like Bluetooth and cordless
phone can be directly used. Also the range of the device is also increase because
circuit is design using the higher frequency range of 10 GHz.
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Chapter 68
Intelligent Enterprise Application
Servers: A Vision for Self-Managing
Performance

G. Ravi Kumar, C. Muthusamy and A. Vinaya Babu

Abstract The recent trends in computing are posing performance challenges to
Enterprise Application Server environments. Such emerging challenges triggered
the development of self-managing and self-correcting computing and application
server systems. There are attempts in building self-correcting Application Servers
such as Web, EJB Servers. But majority of such mechanisms are solutions to
specific components of the Application Servers. In this paper a vision of an
Intelligent Enterprise Application Servers is discussed and intelligent control
system based framework is proposed.

Keywords Intelligent control � Control system � Enterprise application servers

68.1 Introduction

IT Resources usage is rapidly increasing and becoming complex [1] due to the
recent trends in computing environments. The users of compute resources are at
individual and enterprise levels using for utility bill payments, online banking,
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retailing and auctioning [2]. Majority of the software applications and services are
deployed into the Enterprise Application Servers. There is a constant challenge of
managing the performance SLAs [3] in such complex environment. Self-managing
and self-correcting architectures emerged from such requirements. In this paper we
focus on building Intelligent Application Servers capable of self-managing the
performance at runtime.

68.2 Problem and Related Work

Application Servers are runtime platforms to host and run distributed software
systems. They require dealing with performance challenges considering recent
trends in computing such as high volume of users, rich internet applications,
heterogeneity of computing and software systems [2]. The challenge of providing
higher performance is further complex, which triggered self-managing application
server systems. Towards building them an Automated Tuning System was pro-
posed to tune Application Server QoS dealing with micro level adaptation in [4].
Feedback control system based solutions explored in JEE Server components such
as Web Servers [5], EJB Servers [6]. PI, PID Controllers, Fuzzy and Neural
Controllers, hybrid controllers [7, 8] are applied to self-manage the performance
specific to Server components such as EJB, Web, JMS Providers, but no end-to-
end solution to enrich Application Servers with self-managing abilities is present.
Feedback control as a service is in investigation by Tharindu [9] for cloud
environments. Online model tuning is suggested by Viraj et al. [10], Loris et al.
proposed selfware platforms for autonomic management of J2EE Servers in [11],
which are the motivations for the proposed solution. In this paper a vision of an
Intelligent Enterprise Application Servers capable of self-managing performance
is discussed and an intelligent control system based framework is proposed for
Enterprise Application servers.

68.3 Vision

Intelligent Enterprise Application Servers such as JEE Servers [12] require the
techniques to incorporate the self-managing capabilities during the server mod-
eling and design time. The components are typically implementation of object
oriented models. It is essential to appropriately model using ARMA [13] models or
other similar techniques, in order to self-manage their performance in runtime.
This requires a generic modeling framework that enhances UML [14] tools to add
self-managing features during system modeling and design. The server component
implementations need the necessary aspects that are executed at runtime. The self-
managing features will be potentially executed at the runtime of the Application
Servers. The runtime self-managing capabilities have to initialize the component
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models, compute the model parameters, dynamically adjust the models, able to
predict the server behavior for the future periods of time accurately, provide a set
of prediction algorithms as the same algorithm cannot be applied to different data
sets. A set of classic, hybrid feedback controllers have to be applied to tune the
server performance. Advanced adaptive controllers are also required to improved
performance management. In order to avoid human intervention, the self-man-
aging system requires the ability to select right controller based on the system
current and predicted dynamics. A complete realization of the discussed vision
would aid in building Intelligent Application Servers.

68.4 Intelligent Control Solution

An Intelligent control solution is proposed for self-managing the performance of
Enterprise Application Servers in an automated manner. Control Systems concepts
have inherent feedback and adaptive capabilities, this solution aims at incorpo-
rating them as first class elements within the Enterprise Application Server
components. The solution has two distinct parts. The first part provides design
constructs for various server components modeling and design through UML
modeling [15]. The second part of the solution provides a dynamic modeling and
predictive framework to provide self-managing abilities during the runtime of the
server. The current paper focusses on the second part of the solution as shown in
the Fig. 68.1 below which is the proposed Intelligent control solution. The
Adaptive control has a set of prediction algorithms used to predict the state of the
server component called as ContexState, for a given number of periods. The
predicted state helps in choosing a right action or a controller. ARMA based
models are considered to the JEE server component modeling as represented by
the (1) below:

y t þ 1ð Þ ¼ ay tð Þ þ bu tð Þ : ð68:1Þ
Where

Fig. 68.1 Intelligent control system
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y(t) = current output, u(t) = current input
a = model parameter, b = model parameter
y (t ? 1) = output in the next step
The adaptive control triggers dynamic model adjustment to tune model

parameters when the prediction error increases beyond a predefined error limit.

68.4.1 ContextState

The Fig. 68.2 below shows the sample XML description of the ContextState for a
JMS Provider. It consists of the LongPattern which consists of the data predicted
for a given number of periods ahead, along with other parameters predicted for the
given component. The same set of values is part of ImmediatePattern which is one
period ahead. The action to be taken or controller to be chosen is decided by a
Two-Level Prediction Algorithm that compares these Long and Immediate Pattern
values. The context state also contains the server model, its input and output
values, model parameters.

Fig. 68.2 ContextState
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68.4.2 Architecture

The Fig. 68.3 below shows the architecture of the proposed solution. The classic
and fuzzy controllers are present in the feedback path of the control system. The
remaining functional blocks are present in the Adaptive control part of the control
system.

68.4.3 Adaptive Control

The adaptive control loop of the Fig. 68.1 consists of the functional blocks capable
of performing dynamic prediction and tuning the models as explained below:

Predictor Set: The adaptive control functional block consists of a predictor set
implementations such as Markov model, Bayes’s rule, Decision Tree, Time-Series
algorithms. The Predictor Selector chooses suitable predictor at runtime based on
the data set

Two-Level (2-level) Prediction: There is a two-level prediction algorithm that
runs to predict the context states. The algorithm at any point of time predicts the
ContextState for ‘m’ periods ahead and stored as LongPattern data. After ‘m-(m-

1)’ periods, the prediction is again run to generate ImmediatePattern data. If the
both these patterns are same, then the ImmediatePattern ContextState is passed to
the feedback control. If there are not same, then an average of the context state
properties of both patterns is computed and is sent as ContextState to the feedback
control.

program TwoLevelPrediction
LongPatternPeriod = 10; ContextState ctxState;
ImmediatePatternPeriod = LongPatternPeriod - 1;
ContextState ctxStateLongPatt;
ContextState ctxStateImmPatt;

while (true)
begin
ctxStateLongPatt = predict(LongPatternPeriod);
ctxStateImmPatt = predict(ImmediatePatternPeriod);

Fig. 68.3 Intelligent control
architecture
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if (ctxStateLongPatt equals ctxStateImmPatt)
then
ctxState = ctxStateImmPatt
else ctxState = avg(ctxStateImmPatt,

ctxStateLongPatt)
publish(ctxState)
end if

end while

Model Adjustment: The Model Tuner is responsible for tuning the model
parameters based on the context state predicted. When the prediction error exceeds
a pre-defined threshold then the re-estimate of model parameters is triggered, but
initial values of are estimated using the training data.

StatePublisher: StatePublisher is responsible in passing the predicted context
state to the feedback element of the control system to actually perform the system
tuning.

Action Rule Knowledgebase: This is IF–THEN rules database used by Fuzzy
control to take actions based on the context state received from the StatePublisher.
It also contains the type of controller required or action to be taken based on the
context state.

Control Selector: The control selector chooses the controller to be employed to
tune the server component based on the context state predicted using pre-defined
control selector rules as shown in the Table 68.1 stored in Action Rule
knowledgebase.

68.4.4 Feedback Control

Classic Controllers: P, PI and PID Controllers are the classic feedback controllers
available as a set. The control selector chooses the controller to be actuated based
on the context state predicted.

Fuzzy Controller: The Fuzzy controller is a set of IF–THEN rules that are
captured initially using training data set. During the runtime, a new set of rules are
identified and captured into the Action Rule knowledge base.

Table 68.1 Context state and control selector rules

Context state Controller action

Sudden variations Fuzzy
Gradual increase PID
Constant PI
Quick adaptation PID
Model adjust Param estimate
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68.5 Implementation

A preliminary implementation of predictor and control selector, rules and intel-
ligent controller is available on a simulated data set and the Fig. 68.4 below shows
the Message throughput. Based on the context state, the controllers selected by the
control selector are PI and Fuzzy controllers. The average controlled message
throughput is much higher than average Actual throughput against the number of
subscribers over a period of time.

68.6 Discussion and Future Work

The proposed solution in order to build Intelligent Enterprise Application Servers
defines the server component state as a ContextState. It gives detailed information
about the server current and the predicted states, enabling appropriate tuning. A set
of predictors are used rather than using a single prediction algorithm for Con-
textState, providing flexibility to choose the suitable algorithm based on data set.
A few building blocks of the proposed solution implemented for JDBC driver [16]
and JMS Providers [17]. The majority of the proposed architecture is currently
under implementation, there are efforts to progress and evaluate further. There is a
necessity of performance analysis using SASO properties [18] for the controllers
and measure overhead introduced by the proposed solution.
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Chapter 69
A Review of Disc Scrubbing and Intra
Disk Redundancy for Reducing Data Loss
in Disk FileSystems

Genti Daci and Aisa Bezhani

Abstract Because of high demand that applications and new technologies have
today for data storage capacity, more disk drives are needed, resulting in increased
probability to inaccessible sectors, referred as Latent Sector Errors. Aiming to
reduce data loss by LSE, two main techniques are extensively studied lately: Disk
Scrubbing, which performs reading operations during idle periods on systems to
search for errors and Intra Disk Redundancy which is based on redundancy codes.
Based on previous evaluation results, we discuss and introduce the benefits on
using both schemes simultaneously: combining different IDR coding schemes with
different scrubbing strategies in particular regions that store crucial data. Finally,
we apply a dynamic scheduling algorithm for a minimum impact on system
performance.

Keywords Latent sector errors � Disk scrubbing � Intra disk redundancy

69.1 Introduction

LSEs leave the HDD functioning but corrupts the data. There are several reasons
on why we focus on this subject: The usage of cheaper disk drives, which at the
same time are less reliable and the need for more storage and faster performance.
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Also, during Raid reconstruction, if the reading operation finds a damaged sector,
the data will be lost. IDR adds an extra redundancy level into disk drives, while
Disc Scrubbing scans periodically to find media errors and so to prevent data loss,
having a positive impact on MTTDL. Disc scrubbing and IDR, were first evaluated
based on the assumption that LSE is similar to the Poisson distribution [1]. IPC
was thought to give the same reliability on data as an OS without irrecoverable
sectors [2]. After an expanded analyze of data in [3], a better statistical approach
was adopted, the Pareto distribution. As a result, a reconsideration of the older IDR
techniques like: SPC, IPC [4], MDS is done and new techniques are created:
hybrid SPC and MDC, and CDP. The same thing applies to Disk scrubbing:
Localized, accelerated, staggered [5], and accelerated staggered scrubbing. As a
result of new strategies, we reconsider the simultaneous usage of methods, to
detect errors and then to correct data, preventing it from loss.

69.2 LSE

Error bursts: By error burst we mean a series of contiguous errors in a logical
block space. 90–98 % of error bursts was created by a single error. Another factor
is the distance of error bursts. Depending on the disc type, 20–50 % of all errors
happened on the first 10 % of the disk, on others, this percentage was focused at
the last sectors. On 60 % of the cases the problem was identified by disk
scrubbing.

Spatial and local correlation: If we want to determine that an IDR scheme is
appropriate for a certain system, despite of the distance that two errors occur, will
the system have the necessary time to recover from the first error before the second
one occurs? Over 90 % of burst errors were discovered in 2 weeks, and over 95 %
were detected in a 1 month distance.

69.3 Intra Disk Redundancy

Logic structure: IDR has a simple logic: every stripe is divided into segments.
There are data bits and parity bits inside each segment. Parity bits are created using
different parity codes. The schemes proposed change the security level according
to disc space and overhead penalties. IPC uses an internal scheme which is based
on simple XOR operations. This scheme guarantees security in Raid systems,
without a noticeable growth in overhead. The way IPC works is: N sequential data
sectors are put in a certain way to create a matrix. When data is updated, the parity
sectors are updated too. According to Poisson distribution it reached the same
reliability state comparable to a system without inaccessible sectors. To reach this
state of security, [2] increased the disk size by 6 % in order to store the same
amount of data. MDS is compound of k data sectors along with m parity sectors.
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This scheme can tolerate the loss of m sectors per segment. It can recover the data
for m errors, where m is the number of sector that the parity bits occupy. Obvi-
ously there is higher reliability, but also higher overhead and parity bits take a
considerable part of the hard disc space not usable for actual data [1]. CDP can
detect more errors and it has less overhead if compared to MDS. This code is based
on RDP which is used to recover from double failures on disk and it works with
IDR too.

69.4 Disk Scrubbing

Schemes: Sequential scrubbing is a process which scans and reads disc sectors one
after another. The moment it scans the last sectors, the process repeats. Random
scrubbing is similar to sequential scrubbing; with the only difference that accessing
is done in a random order. The problem in this case is that several sectors may be
scanned many times, while others may not be checked at all.

Staggered scrubbing, divides the disc in m regions. Each division is compound
of r segments. It reads the first segment of every single region according to Logical
Block Address (LBA) as shown in Fig. 69.1. After that it starts reading the second
segments of the regions, and so on. Accelerated scrubbing: When an error is
detected, the rest of the disk sectors are scanned with an accelerated rate, while
Accelerated staggered scrubbing combines both techniques, as the name implies. It
detects the erroneous sectors, and then scans the entire disk with accelerated rate.

69.5 Our Approach

The idea is to use simultaneously Disc Scrubbing to detect media errors on disc
and IDR to rebuild the corrupted data. To avoid the overhead we use both, disc
scrubbing and IDR as background activities, so it can impact as less as possible the
normal operation of the system [6]. It is proven that the cooperation of the two
gives a high reliability, more than their linear when they operate alone in a system.
We consider adapting Busy Bee [7]. Its scheduling algorithm adapts dynamically,

Fig. 69.1 Staggered scrubbing
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according on the current workload. Also, it has a crucial feature: this policy
doesn’t leave the background operation starve.

do {
If (high probability of short_foreground_job_coming)
{ if (scanner_head\0.1*n)//n-total_number of sectors

Apply_sequential_scanning
else if (scanner_head[= 0.1*n) Apply_staggered_

scrubbing
else if (LSE detected)

{ Apply_accelerated_staggered_scrubbing
Call intradisk_redundacy_operation_on_affected_

sector}
else wait for foreground job }}
While (idle_time)

The above pseudo-code reveals the concept on which this theory is based. The
scrubbing operation happens during idle time, and because it is infinite, we con-
tinue until a foreground job is present. If the foreground job is statistically thought
to be short, the system continues to scrub. In the case it detects a LSE, weather the
foreground job is short or long, the system doesn’t stop scanning. In this case we
prefer to secure our data, not minding the overhead in this extreme case of risking
data loss. Otherwise, the scrubbing stops. In order to catch a LSE as soon as
possible, we apply three scanning schemes that we apply. A sequential scrub is
done on the first 10 % of the total number of sectors, knowing that it has the
greatest probability of developing LSE. After that we chose staggered scrubbing,
knowing that it is the one to detect the errors first, while not affecting performance
as much as the staggered strategies. Last, if we encounter an error, we want to
prevent losing data in any cost. Accelerated staggered scrubbing is applied, not
minding its overhead. In this moment, IDR is called to perform a reading of the
damaged sector, and also a recalculation, so it can locate the error, and fix it. Our
options are: SPC which is simple, but it is not appropriate since bust errors have
spatial locality. This means that if two errors occur in the same logical space, our
data can’t be reconstructed, and the scrubbing would be pointless. Next approach
would be MDS, but using RS codes imply high overhead, so we use CDP, which
tolerates a considerable number of failure patterns and implies a smaller processing
time. While doing so, we scan at an accelerated rate, to detect any other possible
erroneous areas. In real life, there is no way for us to predict if the coming job is
going to be long or short. In this case, if we are expecting a short job the scrubbing
process will start. If a long job comes, the scrubbing will stop, giving precedence
to the foreground job, if and only if an error is not detected at that moment.
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69.6 Conclusions

Based on previous analyses our aim was to find the best solution while using disc
scrubbing and IDR simultaneously. We proposed a combination of disk scrubbing
techniques by which we can detect LSE in the fastest way possible. By doing this
we can allow the usage of IDR parity codes that will not imply much overhead.
Opting for a minimal impact on performance we use both strategies as background
operations, applying a dynamic algorithm.
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Chapter 70
Homogeneous and Heterogeneous Energy
Schemes for Hierarchical Cluster Based
Routing Protocols in WSN: A Survey

M. Jagadeeswara Reddy, P. Suman Prakash and P. Chenna Reddy

Abstract Recent technological advances in WSN’s have led to so many new
hierarchical cluster based protocols especially designed for sensor networks where
energy metric is essentially concerned to increase the network life time. Therefore
the energy of the sensor node is a crucial parameter in the protocol design to
increase the lifetime of a sensor node in the network. In this concern much
research already done in recent years, analysis different aspects like as, energy
efficiency, power consumption, routing, Quality-of-service, cluster formation and
so on. Each routing protocol is examined and explore under hierarchal type. In this
paper we mainly focus on surveying hierarchal cluster based routing protocols for
two different environments such as homogeneous and heterogeneous.

70.1 Introduction

Recent advances in wireless communications technology and MEMS and low
power and integrated digital electronics have enabled the development and
deployment of low energy, tiny, micro-sensors in a Wireless sensor Networks
(WSN) [1–5]. WSN’s are emerging technologies for current century [6, 7]. These
huge no of sensors are distributed anonymously to detect and monitor physical or
environmental conditions such as vibration, pressure, temperature, sound etc. [1]
and provides opportunities for a wide variety applications like as battle field
monitoring, civilian and military applications [8]. Initially wireless sensor net-
works are motivated by military applications now used in many application areas
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wild animal monitoring, home automation, health care applications, asset tracking.
Clustering topology [9] is requires for organizing nodes, efficient data gathering,
data aggregation [10], and reduced redundant transmissions and so on.

70.2 Related Work

WSN’s are emerged research area from both the real-time users and research
community. Previous researcher are focused on several routing protocols in the
order of LEACH [9], TEEN [10], APTEEN [11], PEGASIS [12], SEP [13], HEED
[14], EECS [15], DEEC [16], H-HEED [17], ACE [18], TPC [19], E-LEACH [20],
TL-LEACH [21], M-LEACH [22], LEACH-C [23] and V-LEACH [24] and so on.

70.3 Cluster-Based Routing Protocols in WSN

The Clustering Protocols [3] can be also categorized into two subclasses: the
clustering algorithm homogeneous schemes (same energy levels), heterogeneous
clustering schemes (different energy’s and environments), where all the node of
the sensor network are equipped with different amount of energy. This classifi-
cation is shown in Fig. 70.1.

Fig. 70.1 Classification of
clustering protocols
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70.3.1 Homogeneous Schemes

Under Homogeneous environment most of the clustering protocols (LEACH with
some versions, HEED, PEGASIS, ACE, CBRP, EECH and so on) are energy
efficient, apart from LEACH is a basic to efficient technique to form a clusters is as
follows

70.3.1.1 Low Energy Adaptive Cluster Based Hierarchy (LEACH)

This is the first hierarchical clustering protocol for WSN, which provides efficient
load balancing, cluster head formation. In this protocol, every node select one
random number, which is less than the threshold value T(n), they become cluster
heads for that round.

TðnÞ ¼
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Fig. 70.2 Survey table on homogeneous & heterogeneous energy schemes
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70.3.2 Heterogeneous Schemes

In Heterogeneous environment nodes are having different energy levels, transmis-
sion and environments. So clustering is a challenging task, some of them are energy
efficient protocols with direct communication (E-LEACH, DEEC, SEP, EECS,
Novel HRP and so on), M-LEACH with Multi-hop communication. Mobility is
fixed for all except in DEEC; it allows micro mobility. Fig. 70.2 illustrates the
comparison between homogeneous and heterogeneous environments.

70.4 Conclusion

In WSN’s Energy efficiency is achieved by using efficient clustering mechanism in
order to reduce energy consumption, improve link stability and increase network
life time. Efficient clustering is easy in homogeneous but little bit tough in het-
erogeneous considerations. This paper illustrates the comparison of protocols in
both environments. Apart from all some protocols improves network lifetime and
minimize energy consumption.
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Chapter 71
Itinerary Management System

Janhavi Baikerikar, Saket Bhat, Vaibhav Baliga, Alfred Almeida,
Abhay Tripathi and Lionel D‘souza

Abstract Usually, individual tourists tend to plan their itinerary well ahead they
arrive, either through tourist guide or online information sources. With the
enhancement of information technology, it is expected that mobile computed
itinerary planning would be a complete supplementary to the hard copy travel
guides and magazines in the future. However, current online itinerary planner
overlooks the transportation link and optimum travel plan. It is this place where
this paper plays its role. This paper aims to develop a guiding solution based on the
B+ Trees Algorithm that helps in preparing an itinerary for tourists visiting any
city on an individual basis. Our aim is to minimize the travelling time and max-
imize the time of sightseeing, shortest travelling time between tourist spots.

Keywords B+ Trees � Itinerary � Mobile computing
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71.1 Introduction

This paper basically provides itinerary for tourists with android based mobile
phone that supports online maps. Combined with the information present in the
database, this application enhances the way users interact with the physical world,
adding additional information about tourist spots, ac, travel guidance, in order to
evoke previous memories or complement present stories. This paper uses B+ Trees
Algorithm which is used for selecting optimal path between two nodes. i.e. (cost
efficient and shortest distance) [7]. Presently, itinerary management systems are
web based applications. Here, our basic aim is to use online maps and provide a
pocket based application. The paper is organized as follows—Sect. 71.2 describes
itinerary followed by itinerary management system in Sect. 71.3. Section 71.4
describes B+ tree algorithm followed by system workflow and results in
Sects. 71.5 and 71.6. The conclusion future work is described in Sect. 71.7.

71.2 Itinerary

Itinerary may include geographic location, transport, shopping, dining or any other
information of tourist spots limited to a particular area [5].

71.2.1 Information Gathering

Many different options like books are available to the tourists to know about the
places to visit and attractions nearby but they may not suffice their need of subject
to change. But with changing times, the people also these days may not buy the
books, instead they may prefer visiting sites or just get information on the go
through a mobile application.

71.2.2 Tourist Spot Info

We have taken into account Mumbai city in Maharashtra state of the Indian
Province which is one of the busiest cities in the world. We have tried putting all
the tourist spots which should interest the tourist together, which was a herculean
task.
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71.2.3 Transport

Mumbai Transport network is very large and hence extensive study of all viable
routes and different modes of transport and their costs was made through various
sources available online.

71.3 Itinerary Management System

Our aim is to design an itinerary planner for PDA’s which work on android
operating system. This application which is to be developed using different open
source technologies is aimed at providing a better solution than the present web
based itinerary planner for the ever broadening world of mobile applications. The
basic idea is to give the user a schedule planned with the shortest possible routes
and the cost effective one. The idea revolves around extracting information from
the databases and representing the info to user on mobile interface using online
maps thus making the application use possible on the go without wi-fi or internet
connection.

71.4 B+ Trees Algorithm

If there are multiple routes then the shortest route will be processed using the
following method. Also cost efficient and the time constraint will be met. In a
B+ tree, all records are stored at the leaf level of the tree; only keys are stored at
the interior nodes. The primary value of a B+ tree is in storing data for efficient
retrieval in a block Oriented storage context—in particular, file systems. This is
primarily because unlike Binary Search Trees, B+ trees have very high fanout
(typically on the order of 100 or more), which reduces the number of I/O opera-
tions required to find an element in the tree. The order, or branching factor b of a
B+ tree measures the capacity of nodes (i.e. the number of children nodes) for
internal nodes in the tree. The actual number of children for a node, referred to
here as m, is constrained for internal nodes so that [b/2 \ = m \ = b]. The root is
an exception: it is allowed to have as few as two children. The algorithm to
perform a search for a record r follows pointers to the correct child of each node
until a leaf is reached. Then, the leaf is scanned until the correct record is found (or
until failure). (Figs. 71.1, 71.2).
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71.5 System Workflow

The Application mainly being designed for portable devices like mobiles and tabs,
with android as operating system, we are making the use of analogous database
engine SQlite which is integrated with the eclipse idk and has classes defined for
android coding. Sqlite is used as it uses very little memory for execution as low as
250 kb. All the queries can be written in the Sqlite database browser which is to be
downloaded.

It takes four steps to build the customized itinerary:

• Start point should be chosen first since it is the first and last node of the itinerary.
• Secondly, the arrival and departure time would let the system know how much

time the user would be make himself available each day.
• User should then select the tourist spots and the fares.
• The system would then process the information and generate the itinerary using

the algorithm specified in the section above.

Fig. 71.1

Fig. 71.2
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71.6 Results

The Eclipse compiler compiles 
the code and displays the home 
screen. Here the user selects his 
Starting location and the latitude 
and longitude of it is displayed.

Here the user selects the 
destination he intends to go to 
and its corresponding latitude 
and longitude is displayed.

Here the database retrieves the 
spots available and the user selects 
the spots he would like to visit.

Here the map overlay algorithm 
draws a line from the source to 
the destination, thereby showing 
the route to the user and also 
displays the distance between 
the source and destination.

In our application the user can 
further scroll down and request 
for directions. Therefore the user 
receives detailed step by step 
directions to reach his 
destination.

This snapshot displays a user 
reaching his destination.
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71.7 Conclusion and Future Work

The application has a wide scope with the flourishing of mobile phones in the
decade and rise of demand for android applications. The application can be used
by tourist as well as people living in that city to enhance their knowledge about
different spots. We have restricted the area to the city of Mumbai with further
research and more efficient algorithms this system can be transformed into an
application on the go which can be used online. It can be also used to share tourist
experiences and reviews about the spots for any city in any country.
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Chapter 72
Trust and Reliability Based Scheduling
Algorithm for Cloud IaaS

Punit Gupta, Mayank Kumar Goyal, Prakash Kumar
and Alok Aggarwal

Abstract Trust Models are used to enhance secure and reliable scheduling in
Distributed, Grid and Cloud environment. Trust models that are being proposed or
implemented in Distributed and Grid environment, does not fully fit in cloud
computing environment. Since the parameters that have being taken into consid-
eration in these trust models, does not fit in the cloud Infrastructure As A Service,
a suitable trust model is proposed based on the existing model that is suitable for
trust value management for the cloud IaaS parameters. Based on the above
achieved trust values, a scheduling algorithm is also proposed that may further
enhance the QOS of services been provided to the users.
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72.1 Introduction

Distributed environment has being in use since long time, but with the evolution of
cloud computing, it can be used by everyone. With distributed environment, there
comes the problem of security and reliability. Different trust management models
are being proposed to solve these problems, to categorize the datacenters on the
basis of their trust value, being calculated on the basis of the few parameters taken
into account. The task of these models is to categorize the datacenters, not only on
the basis of the one parameter, but on the basis of multiple parameters
collaboratively.

There are many models being proposed for cloud computing, especially in
software as a service (SaaS) which are referred in this paper to identify the dif-
ference between the trust management models. The main difference between the
cloud SaaS and IaaS is that in SaaS there are many domains and data types which
has different properties. But on the other hand, in IaaS there is only one data type
that is the virtual machine (VM) image. Hence we consider the processing capa-
bilities of different virtual machine monitors (VMMs) to calculate the trust value
of the datacenter or the node.

In current scenario of cloud IaaS, we use scheduling algorithm to schedule the
request and allocate a VM to the user. But there are different types of user who
have fewer resources and has paid less, user with large resources and has paid
more, and a free user or a public user. So taking into consideration basic sched-
uling algorithm where a user request is allocated a VM based on the load on a
datacenter and the cost of datacenter. But not taking into consideration the
properties of the datacenter. Due to this a datacenter with High Quality of service
(QoS) is been allocated to a public user and the request from the other user who
has paid more will be allocated a datacenter with low QoS. This problem is been
tried to solved using cost based scheduling algorithms [1] but it has not taken into
consideration the properties of a VMM in a datacenter.

So we propose a trust management model to overcome this problem, by taking
into consideration VMM characteristics which vary from datacenter to datacenter.
Then these trust value are been used by the scheduling algorithm proposed to
improve the scheduling of the resources.

72.2 Proposed Work

As from above scheduling algorithms they only take into consideration either the
scheduling algorithm based on power or simple resource allocation algorithm, to
overcome that and map them to real paradigm the cost based algorithm was
proposed and rank based algorithm were proposed [2, 3]. At the same time
algorithm based on deadline and budget were proposed. But the problem with
these algorithm is that the take into only cost or only QoS.
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The algorithm proposed here is to increase the QoS being provided to the use.
The problem as explained in Sect. 72.2 can be solved by using proposed model.
Trust model are used to calculate trust values for the datacenters based on the
parameters which are as follows:

a) Initialization time: Time taken to allocate the resources requested and deploys
them.

b) Machine instruction per second (MIPS): Number of instruction computed per
second.

c) Fault rate: This number of faults in a period of time.

Trust values are being calculated for each datacenters. Then these trust values
are being updated after a fixed period of time which can vary because if trust is call
updated frequently then there will be no considerable changes in the trust value.

Whole cycle include following steps:

72.2.1 Initialization

In this the trust value of the datacenter and the client are being initialized.

1) First the datacenter trust is initialized based on the trust management model
which is used to initialize the trust value and updating the trust value period-
ically. In this if the datacenter is newly introduced, it is initialized with the
default trust value.

2) From user a request along with the user-budget is been taken. Then the cost
estimation for the request is done for all the corresponding datacenters. On the
basis of the user-budget and the user-request cost for each datacenter classi-
fication of datacenters is done. This set of datacenters is then ordered based on
their trust value i.e. their trustworthiness and reliability. Here client trust is
simply the budget of the client.

72.2.2 Trust Evolution

This step includes updating the datacenter trust value periodically after a fixed
interval of time. (Fig. 72.1).

Let there be datacenters Di and its attribute is given by Ai1 (initiation time),
Ai2 (MIPS), Ai3 (Fault rate) and there corresponding trust value be Ti.

Di; i ¼ 1 � � � k; Ti; i ¼ 1 � � � k;
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The value to be updated in trust is calculated on the basis of following equation
given by:

Diff = (Ai1_OLD–Ai1_NEW) ? (Ai2_OLD–Ai2_NEW) ? (Ai3_OLD–Ai3_
NEW).

Ti = Ti + Diff.

72.3 Experimental Results

In this for simulation CloudSim API is used. Firstly, the CloudSim API does not
support trust based concept, so the datacenter trust value was introduced as the
attribute of the datacenter. Based on this attribute we have computed the result to
show the real problem. For this we have considered two classes of budget range,
with 3 datacenters and 5 user requests.

Table 72.1 is the result of the computation with trust model and scheduling
algorithm being implemented in it. As the result after the request being submitted
to the scheduling algorithm and based on trust value of client and datacenter they
are being scheduled accordingly. A request with higher trust value is being allotted
to the datacenter with higher trust value. These computations are tested for seventy
and hundred user requests.

Fig. 72.1 Trust resource scheduling

Table 72.1 Result with trust model and scheduling algorithm

Data center ID VM ID Time Start time Finish time d-trust c-trust

Datacenter_0 0 400 0 400 9 8
Datacenter_1 2 400 0 400 10 12
Datacenter_2 1 400 0 400 12 11
Datacenter_3 3 400 0 400 8 10
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72.4 Conclusion

In this paper different type or trust models and scheduling algorithm are been
discussed with their drawbacks. To overcome the drawbacks a trust based cost
efficient algorithm is proposed which perform better them scheduling algorithm
implemented in CloudSim. For future work this trust model may be compared with
other models and see the improvement in the QoS.
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Chapter 73
Hybrid Covert Channel an Obliterate
for Information Hiding

Rajeshwari Goudar and Pournima More

Abstract In a prisoners’ problem there are two individuals attempt to commu-
nicate covertly without alerting a ‘‘warden’’ who controls the communications
channel. This problem becomes more or less difficult because of various
assumptions or requirements. One assumption which makes the problem consid-
erably more manageable is that the participants are allowed to share some secret
information such as an encryption key prior to imprisonment. Another assumption,
which makes the problem much more difficult, is that the warden be allowed to
modify as well as read the messages sent between the prisoners. This paper
describes Hybrid Covert Channel techniques, in which no secret information needs
to be shared before imprisonment. In this case if the warden is not allowed to
modify the contents of the channel, a modification of an existing protocol will be
shown to admit pure steganography. Then, a technique is described that allows
pure steganography between two prisoners in the presence of an active content-
modifying warden. This technique is possible through the use of two distinct
channels rather than one: the subliminal channel for steganographic communica-
tion which is augmented by a supraliminal channel, one in which information is
not hidden from the warden but cannot be modified.

Keywords Subliminal channel � Covert channel � Noisy channel � Hybrid covert
channel

R. Goudar (&) � P. More
Computer Department, MAE Alandi, University of Pune, Maharashtra,
411015, India
e-mail: rmgoudar66@gmail.com

V. V. Das (ed.), Proceedings of the Third International Conference on Trends in Information,
Telecommunication and Computing, Lecture Notes in Electrical Engineering 150,
DOI: 10.1007/978-1-4614-3363-7_73, � Springer Science+Business Media New York 2013

609



73.1 Introduction

In prisoner’s problem, two people usually named Sender and Receiver, are in
prison and intend to an escape plan. The problem is that all communication
between them is through Warden. Sender and Receiver must send hidden infor-
mation which is inconspicuous and cannot be noticed by Warden. Inconspicuous
data is used to hide the real message which is usually referred as cover data.

73.2 Literature Review

Hybrid covert channel is composition of two or more variants of Covert Channel,
either active at same instance or at different instances of time. It is impossible to
completely assess the number of covert channels involved in a hybrid composition and
it may be more complex if hybrid covert channel behaves as multi-trapdoor and
protocol hopped, Here, Hybrid Covert Channel is visualizing as a combination of noisy
channel in TCP and subliminal channel in SSL, both being transport layer protocols.

73.3 Proposed System: Hybrid Covert Channel

Covert channels can be considered as one of the main sub disciplines of data
hiding. In data hiding, the two communicating parties are allowed to communicate
with each other based on the security policy of the system while exploiting the
features as associated with covert channel. A covert channel is primarily used for
information transmission, but that is not designed nor intended for communica-
tions [1]. An overt channel can be utilized to act as a covert channel by having
embedding and detection processes incorporated at the source and the receiver,
respectively. Covert channel are piggy-backed on legitimate overt channel.

Hybrid Covert Channel is a covert channel where there is co-existence of two or
more different variants of covert channels as shown in Fig. 73.1 There are various
possibilities of hybrid channeling, for example noisy covert channel in transport
layer with subliminal channel and supraliminal channel in network layer or
application layer. Because of these variations Hybrid Covert Channel is very
difficult to detect as it behaves like a single channel [2, 3].

In this paper we propose a new Hybrid Covert Channel an obliterate which is a
combination of noisy covert channel in the transport layer and subliminal channel
and supraliminal channel in the Secure Socket Layer/Transport Layer Security
(SSL/TLS).SSL is a basic security service that any network can provide and
transport layer is essential layer for communication over packet switched network.
Such composition of hybrid channeling can create an uncertainty in the legitimate
network environment. The components of Hybrid Covert Channel are described as
follows:
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73.3.1 Noisy and Noiseless Channels

Covert Channel can be Noisy or Noiseless. A channel is noiseless if symbols
transmitted by the sender are the same as those received by the receiver. Channel
is noisy if the symbols transmitted by the sender are different from those received
by the receiver. Linguistic information can be involved in the decoding processes
applied by noisy channel.

73.3.2 Supraliminal Channel

Aim of Supraliminal channel is to hide a message to the recipient by embedding it
in image. In this case, image can be meaningless, but message’s content is

Fig. 73.1 Hybrid covert channel (hybrid NC/SC)

Fig. 73.2 Architecture model
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important. But, it is possible for a warden to identify the channel without con-
siderably altering the image if information is embedded in an existing image.

73.3.3 Subliminal Channel

Subliminal channels are covert channels that can be used to communicate secretly
over an insecure channel with the help of digital signature. In this situation,
subliminal transmitter and subliminal receiver must be mutually trustworthy
parties. This channel uses Digital Signature Algorithm for generation of secrete
key. In case of using Digital Signature Algorithm, there exist parameters which
have to be set randomly. The signature remains verifiable and indistinguishable
from a normal signature as the algorithm’s signature creation procedure is
unchanged [4].

73.3.4 Hybrid Channel: A Combination of Supraliminal Channel
and Subliminal Channel

In case of Hybrid Covert Channel we are using both supraliminal and subliminal
channels in combination. Thus it provides both steganography as well as digital
signature policies and it becomes more secured way of communication. In order to
communicate Sender applies stenography on data which he wants to send. For this,
he implements LSB modification for lossless image technique on data. Digital
Signature Algorithm on Stego image is applied and this processed data is then sent
to the receiver. During transmission of data, it is captured by Warden who analyzes
this data to state whether data is secure or not. For this he checks the content of
TCP packet header fields & IP packet header fields. If the data is secure, then it is
forwarded to receiver. Otherwise it will be discarded. At receiver end, receiver
implements Digital Signature Algorithm and Stego Algorithm to get original data.

73.4 System Architecture

Architecture module consists of three Sub modules network packet sniffer,
Protocol & Signature analyzer and Database to detect channel is as shown in
Fig. 73.2 Packet Sniffer Module is used to monitor and capture TCP and IP
packet’s header that are being sent during communication on the network, saving
them for later analysis. After capturing TCP and IP packet’s header fields are
stored in MySQL database. Protocol and Signature Analyzer module checks
whether the TCP and IP Packet headers of ongoing communication those are
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stored in the MySQL database, are according to the rules stored in the MySQL
database. If so, then communicating parties are termed as secured else an alarm
is generated indicating an insecure communication. Database module is used to
store rules that are being used by Protocol and Signature Analyzer module as
well as stores TCP and IP Packet header fields that are being sent during
communication on the network.

73.5 Conclusion

In Hybrid Covert Channel we are using both supraliminal and subliminal channels
in combination, it provides both steganography as well as digital signature policies
and becomes more secured way of communication. Thus Hybrid Covert Channels
find interesting applications in network security and in facilitating various network
processes.
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Chapter 74
Steganography and Its Technique:
Technical Overview

Gulshan Shrivastava, Aakanksha Pandey and Kavita Sharma

Abstract This paper is basically overview on the steganography. In this paper, we
mainly present current, past and future work done in the field of steganography.
Here we give a brief description on different techniques that are being used in
steganography. These techniques do also have different types which are briefly
explained here. This paper also contains the detection process used in different
techniques of steganography. Furthermore, we also described the application of
steganography in different field.

Keywords Steganography � Steganographic systems � Steganalysis � Steganog-
raphy technique

74.1 Introduction

It is very important to send a message with security from source and destination.
In each and every field, information plays very critical role. From a human being
to an organisation, everyone wants to make his/her data or information confi-
dential. So, for that one has to provide security to his/her information.
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Steganography helps to provide to essential security to the information.
Steganography is the art of covered or hidden writing [1]. So, its main purpose is to
hide the confidential information from unauthorised user or from third party.
Basically, in steganography, we hide the information through an image, audio or
with any multimedia file. In such a manner, that if any person views that image or
that multimedia file cannot be able to predict whether there is any hidden infor-
mation behind the data or not. Therefore, he cannot be able to decrypt that data.
These multimedia files through which we hide the information can be an image,
any audio clip, text or any video file. Steganography is an important part for the
purpose of providing security to data. It makes the information hidden in such a
way that apart from sender and receiver no other person can even realize that if
there is any hidden information or message. In this paper, we have tried to give
review on steganography. This paper concludes the past, present and future, dif-
ferent techniques, detection and evaluation on steganography [2].

74.2 Steganographic

Steganography comes from Greek word Steganos that is covered and graptos that
means writing. The origin of steganography is biological and physiological. The
word steganography comes into use in 1,500 s after the appearance of ‘Trithemius’
book on the subject ‘Steganography’. A short overview in this field can be divided
into three parts:-

74.2.1 Past

The first recorded uses of steganography can be traced back to 440 BC when
Herodotus mentions two examples of steganography in his Histories. Demaratus sent
a warning about a forthcoming attack to Greece by writing it directly on the wooden
backing of a wax tablet before applying its beeswax surface. Wax tablets were in
common use then as reusable writing surfaces, sometimes used for shorthand.

74.2.2 Present

Now days, many steganographic systems are using multimedia subjects as the
cover media because most of the people are using multimedia approach over the
network communication like computers, laptops, mobile phones, notebooks etc.
[3].In today’s approach, steganography can be classified into five different fields.
So in modern generation in different cases we use different tools and techniques for
the privacy and confidentiality of the information with the help of steganography
as well as with cryptography.
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74.2.3 Future

In this modern world, we all are familiar with a word ‘Hacking’. Hacking is a
process under which some unauthorised user tries to access our private and
confidential information. If we talk about steganography, so in terms of stega-
nography, this problem of hacking is known as Steganalysis [4]. Therefore, in
steganalysis, a steganalyzer uses different tools and techniques to crack the cover
object or page so that he/she can be able to get and use the information hidden
behind the cover page or object. So, in future, keeping security in mind, different
tools and techniques will get developed [5].One solution to solve the above
problem can be Dual Steganography. Dual steganography is the process of per-
forming steganography along with cryptography.

74.3 Steganography Techniques

For performing steganography, there are techniques which can hide the confi-
dential or secret information inside a multimedia files. There are five techniques
which we will discuss here.

74.3.1 Text

Text steganography is the most difficult kind of steganography due to the lack of
redundancy in text as compared to image or audio or other. However, it requires
less memory and provides for simpler communication. One method that could be
used for text steganography is data compression. Data compression encodes
information in one representation, into another representation. The new repre-
sentation of data is smaller in size. One of the possible schemes to achieve data
compression is Huffman coding.

74.3.2 Image

Image steganography is mainly used to hide the information through an image file.
We can insert or encode each bit of information in the image directly. It can also
be done by inserting each bit of information at the noisy area of the image where a
normal human being pays less attention- those areas where there is a great colour
variation [4]. We can also disjoint the information over the image. Different image
steganography approaches are as follows:- i. Least Significant Bit Insertion ii.
Masking and Filtering iii. Redundant Pattern Encoding iv. Encrypt & Scatter v.
Algorithm and Transformation.
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74.3.3 Audio

Audio steganography is quite difficult to other digital steganography like digital
image. In this steganography important information is hiding inside a digital sound.
Sounds file in which steganography can be performing are MP3, AU & WAV. This
can be performed by alternating or changing the sequence binary sequence of an
audio file. For hiding the information in an audio file no. of methods is used Form
using simple algorithm which manipulate the information is signals to the advance
signal processing techniques. Techniques used in audio steganography are:-. i. LSB
Coding ii. Parity Coding iii. Phase Coding iv. Spread Spectrum v. Echo Hiding.

74.3.4 Video

Basically, video files are the combination of both image and sound. So, the
technique used in image and audio steganography can also be applies to video
steganography. There is a large amount of data that can be hidden inside the video.
This is the advantage of video steganography. Video files are in a moving flow so a
small deformation might not be observed by a normal human being. All the
attention of the person is on the images and audio that is flowing on the screen.

74.3.5 Protocol

While using a network transmission, every person either in an organisation or at
home wants to protect his/her information for the sake of confidentiality of their
information. For that purpose, protocol steganography is used. The information is
encoded and network control protocol like TCP/IP protocol is used for the
transmission purpose over the network.

74.4 Detection

As for performing steganography, different techniques are available for hiding the
information. So as for detecting these steganographic systems also different steps
are followed for different techniques.

74.4.1 Text

Text steganography encrypt the information in such a way that other then receiver
and sender, no one can find that there is some hidden information. Different
methods can be implementing like substitution or transposition. Two keys are used
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to encrypt the information i.e. public key and private key. If someone from any
source gets these keys, then the information can no longer be confidential or
private.

74.4.2 Image

It is quite difficult to find out the stego-image with naked eyes but it usually leave
some fingerprints or statistical hint which shows that there is some modification in
the image. There are also some tools which helps to find out whether the image is
stego-image or not. These tools are also known as statistical tools. So for, statis-
tical analysis can be performed to check whether the image is stego or not [6].

74.4.3 Audio and Video

We can use statistical analysis for audio files as well as LSB modifications
techniques on sounds files. We have some other tools also which helps us to
convert inaudible sounds for a human ear to an audible sound. And if that sound be
audible to human then he or she can easily retrieve it and use it in some other or
unauthorized work. It can also be implemented on video files if the information
came directly on the screen or in audio, then it can easily be visible or audible.
And if this happens, then its advantage becomes the disadvantage. The large
amount of precious information gets revealed in front of other persons and they
can easily be able to use it.

74.5 Conclusion

Steganography is an art through which we cover all the hidden writing. Stega-
nography can help to hide the information which is important for an organisation
as well as for a normal user. As the confidentiality and privacy is always necessary
for an organisation. Steganography is not a new technique, it comes in light since
440 B.C. when Histieaus shaved his most trusted slave and tattooed it with a
message which disappeared when the hair re-grown. Through this he would be
able to hide the information. Now days, steganography is a developing field. It
uses multimedia objects like image, audio, video to hide or cover the private
information. In future, for cracking the cover image and retrieving the information,
steganography can be used. The process in which the steganalyzer cracks the cover
image is steganalysis. This will be done with the help of different tools and
techniques.It can also tend to some limitations. These limitations are done by
government and they claimed that criminals can use these techniques for the
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communication purpose. But if this will be done by keeping in mind that stega-
nography helps everyone to keep the information secure, protected and private,
steganography in terms plays an important role.
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Chapter 75
Data Stream Mining: A Review

S. Pramod and O. P. Vyas

Abstract: In the data stream model the data arrives at high speed so that the
algorithms used for mining the data streams must process them in a very strict
constraints of space and time. This raises new issues that need to be considered
when developing association rule mining algorithms for data streams. So it is
important to study the existing stream mining algorithms to open up the challenges
and the research scope for the new researchers. In this paper we are briefly dis-
cussing the different issues and challenges in the data stream mining.

Keywords Data stream mining � Association rule mining � Data mining � Online
stream mining

75.1 Introduction

Frequent Itemset mining [1] is an important step for the majority of important data
mining tasks. The majority of existing works concentrated on frequent itemsets
from the static databases. The importance of data stream mining and its applica-
tions [2] lead us to study the frequent itemset generation from stream data. There
are many challenges in frequent itemset mining on stream data. It is impossible to
keep the entire stream in the main memory or even in the secondary storage since
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the data stream comes continuously and the amount of data is unpredictable.
Another challenge is to do the mining in single scan since the multi scan is
impossible on stream data. Adjust with the fast arrival of data is another challenge.
Due to these constraints many research studies conducted in the direction of
approximate mining with the reasonable guarantees on the result. There are many
algorithms available for mining Frequent itemsets, frequent maximal itemsets [3],
or frequent closed itemsets [4] over data streams.

The tentative nature of frequent itemset mining normally results in a large number
of frequent itemset generations. The increase in the number of frequent itemset gen-
erated will degrade the mining efficiency. The frequent closed itemset mining(FCI) is
the solution for the above said problem. The FCI is a non redundant representation of
the sets offrequent itemsets [5]. The commendable reduction in the size of the result set
leads to improved performance in the speed and memory usage. We noticed that the
FCIs approach could not be applied over land mark window since the number of FCIs
approaches that of frequent itemsets when the window becomes very large.

There is a frequent itemset mining technique called Frequent Maximal Itemset
[6]. Compare with the Frequent Closed Itemset mining technique it will generate
comparatively less number of itemsets, due to this reason it is significantly more
efficient in terms of both CPU and memory. But the disadvantage of FMI mining is
that it loses the frequency information of the subset of FMIs so the error bound will
also increased. There are many concise representations of frequent itemsets are
proposed [7–9], these are significantly saving memory space, CPU and shows
better accuracy. This technique could be applied in stream mining with the effi-
cient incremental technique and batch processing.

75.2 Issues in Data Stream Mining

One of the main issues is to find the data extraction model to extract the data for
the frequent itemset generation for association rules. The derived model should
support and handle the data streams that come continuously and unboundedly.
There are three stream data processing models available that are Landmark win-
dow model, Damped window model and Sliding Window model.

Load Handling in Data Streams: The data arrival rates of online data are very
high and often busty. When the load of mining exceeds the capacity of the system,
load shedding is required to keep up the arrival rates of the streams. When the
incoming rate of a stream is higher than the number of transactions the system can
handle at a particular time, then we have to develop a technique to handle this
situation. The different techniques published in this direction are [10, 11] sampling
and window reduction.

Multiple Source Handling: The stream data comes from different sources at fast
rate. The computational overhead of handling such a situation is very high. To
reduce the computational over head, the different researches put forwarded some
techniques like parallel and incremental techniques [11–14] and deal with
approximate and precise solutions.
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Itemset Storage in Memory: The offline association rule mining algorithms are
using the static data. The nature of online data is kept on changing due to the
flooding of data. The influence of the huge amount of data inflow in a lesser time
span will change the association rules as well as the technique used for the storage.
The characteristic influence of the stream data is in two important areas that are
storage and the technique to give an acceptable association result with least
information as possible. The different algorithms developed by different authors
are not sufficient to cater the purpose. One of the algorithms [15] is working by
storing the most frequent items and the count in the main memory. But the
problem with this technique is that the infrequent item may become frequent in
future. Another algorithm [16] is useful to generate maximum of 3 data items in
the frequent itemsets and it cannot have more than 1,800 data items. This is
actually the limitation of this algorithm.

Data Structure: Due to the restrictions in the memory space as well as the
continuous inflow of data streams we required an efficient storage mechanism to
deal with it. The failure of such a mechanism will drastically reduce the overall
performance of the entire mining system because even if we store it in disk the i/o
operation will increase the processing time. The designed data structure needs to
be incrementally maintained since it is no way possible to rescan the already
passed through streams and due to the requirement of the continuous in flow of
data streams. Lattice or prefix [17, 18] data structure is useful in approximate
savings of the frequent itemsets. The FP-Tree [19] is another useful approach for
the data structure for stream mining. Jin and Agarwal [20] developed a memory
resident summary data structure that implements a prefix tree using the hash table.

75.3 Types of Association Rule Mining Algorithms

Precise/Exact Mining Algorithm: This type of mining keeps track of all the
itemsets and their actual frequency for monitoring of infrequent itemsets that may
become frequent in future. The number of items to be stored in the memory is very
large and it is computationally high. This mining technique is applicable for small
sliding windows and streams where relatively low data arrival rate. This type of
algorithms generates all the itemsets that having the support greater than or equal
to the support value. There are some algorithms that fall in this category [15, 16,
20–22]. The algorithm used in [15] takes more than one scan to generate the
precise results and the algorithm [16] generate the exact results but it is not useful
to generate large itemsets. Closed Frequent Itemset mining is a method for the
precise mining. In this approach only special frequent itemset that are closed
frequent itemsets will be maintained in the memory [21, 22].

Approximation Algorithm: This type of algorithms generates approximate
results with or without an error guarantee. This is a widely accepted technique for
frequent itemset mining in most of the stream processing applications [17]. In most
of the time we have to provide a result in such a way that throwing the light to the
unknown out of the ordinary patterns, in such situations, approximate methods
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with reasonable results is useful. The algorithms fall in this type of approaches can
again divided into different based on the possibility of having the non frequent
itemset in the frequent sets and vice versa, that are false positive [21] oriented or
false negative [23] oriented. In the case of false positive includes some infrequent
itemsets in the result sets and in the case of false negative misses some frequent
itemsets in the result sets. In the existing false positive approaches the set of
generated sub frequent itemsets must be very large to obtain highly accurate
answer. The problem of extra memory usage due to the increase of sub FIs is
solved by Yu [20]. In his approach at first the lowered minimum support is used to
find the set of potential FIs and then slowly increases the lowered minimum
support to control the frequent itemsets in the memory.

There are algorithms to handle the concept drifting. Concept Drifting is a process
of losing the importance of the old data due to the massive inflow of the new data
[24] in the online stream mining. One algorithm proposed by chi [21] to handle the
concept drifting by boundary movements in the closed enumeration tree (CET).
Few of the algorithms in this category [17–19, 23, 25, 26] are followed the
approximation method. There is another algorithm [20] available for stream mining
from the potential frequent 2-itemsets and it used the apriori property to reduce the
number of candidate itemsets. This algorithm is approximate and false positive.

Temporal Online Mining [19, 27]: In many applications user may be interested
to find the association rules of a certain span of time. In such cases the data
structure to be adjusted dynamically to bring out the necessary itemset during the
requested time span. Storing the stream data with time and retrieving it as and
when it required is a challenging task.

Stream Data in Multidimensional Nature: If we need to deal with the multidi-
mensional nature data like the sensor data in stream mining where multi dimensional
nature like temperature, humidity etc. involved, the challenges are how to efficiently
store, update, and retrieve the multidimensional information to retrieve the associ-
ation rules. One paper [28] proposed a method to integrate multidimensional analysis
and sequential data mining, and another [14] proposed an algorithm to find sequential
patterns from d-dimensional sequence data, where d [ 2.

Online Interactive Processing: In many cases of online mining there will not be
any stoppage point for the mining, in such cases the modification of mining
parameter should be made on the fly. So making the online mining interactive will be
another challenge. In one paper [29] presented some techniques to do the frequent
itemset updation as well as to do the changes in the parameters without re executing
the entire process. In another paper [30] proposes a selective updates rather than the
entire model. Ghoting and Parthasarathy [31] proposed a scheme in which gives
controlled interactive response times when processing distributed data streams.

75.4 Windowing Approach to Data Stream Mining

Land Mark Window: The Landmark Model mines all frequent itemsets over the
entire stream data from a specific time point called Land mark to the present.
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There are many papers published [15, 16, 18, 20, 23, 32, 33] in this direction. The
disadvantage of this model is that the applications that interested only in the most
recent data streams could not use this model.

Sliding Window Model: The sliding window model processes only [21, 24, 25, 27]
the items in the window and maintains only the frequent itemsets. The size of the
sliding window can be decided according to the applications and the system
resources. The recently generated transactions in the window influence the mining
result of the sliding window, otherwise all the items in the window to be maintained.
The size of the sliding window may vary depends up on the applications it use.

Damped Window: This model is also known as Time fading model. This model
finds the frequent itemsets by assigning a weight to each transactions and the
weight will decreases as time goes by. This type of algorithms [4, 19, 32] are
useful for the applications in which new transactions have the effect in mining
result. The performance of the algorithm can be examined by looking at the
accuracy, processing speed, memory usage and the handling of the concept drift.
In one paper [22] an algorithm proposed to monitor the requirement of the
updation with the sampling technique. In this approach the sampling technique
will compare the old association rules with the new association rules and when the
difference increases a particular threshold the algorithm request for the updation.
In another algorithm [34] the author calculates the metric distance to decide when
to do the updation. The disadvantage is that it is useful only with the streams with
little concepts drifting.

75.5 Conclusion

In this paper we have discussed some of the issues to be considered to develop an
effective, performance oriented algorithm for data stream mining. And we
reviewed how the existing important algorithms could handle these different
issues. We have discussed some of the application oriented issues for the better
understanding of the existing algorithms and the way the different algorithms
handle the data stream mining so that the researchers can analyze and study further
for the research work.
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Chapter 76
Comparison of Various Harmonic
Mitigation Techniques in Induction
Furnaces

Arvind Dhingra and Ashwani Kumar Sharma

Abstract Harmonics are a necessary evil associated with non linear loads such as
Induction furnaces. As the amount of non linear loads in power system is
increasing due to pro-filtration of non linear devices such as inverters, inductive
loads etc.; it is leading to a deterioration of power quality. Non linear loads tend to
inject harmonics in the power system. Induction furnaces are a major non linear
load as far as our power system is concerned. This paper is an attempt to compare
the various techniques of harmonic mitigation employed for mitigating harmonics
in induction furnace.

Keywords Harmonics � Voltage and Current Harmonics � Harmonic Mitigation

76.1 Introduction

Harmonics are multiples of fundamental frequency which are generated due to
presence of non linear loads. Harmonics could be current or voltage harmonics.
There are prevalent standards which give permissible limits for harmonics in a
system.
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Current harmonics [1] are caused by non linear loads such as thyristor drives,
induction furnaces etc. The effect of these loads is the distortion of the funda-
mental sinusoidal current waveform alternating at 50 Hz. Current harmonics affect
the system by loading the distribution system as the waveforms of the other
frequencies use up capacity without contributing any power to the load. Besides,
harmonic currents load the power sources such as transformers and alternators.

Voltage harmonics are caused by current harmonics which distort the voltage
waveform. Their impact depends on the distance of the load causing the harmonics
from the power source. The current and voltage harmonic distortion causes several
problems in electrical power systems, such as incorrect operation of devices,
premature ageing of equipment, additional losses in transmission and distribution
networks, overvoltages and overcurrents [3].

Induction furnaces are used in variety of metal processing applications and can
range in size from a few hundred kW to 3000 kW [2]. These furnaces typically use
a six pulse phase controlled rectifier feeding a frequency converter to deliver 300–
1000 Hz alternating current to the furnace coil. This variable frequency A.C.
allows for more efficient operation of furnace and better control of heating process.
While offering these benefits the frequency converters also generate harmonic
currents that propagate through the supply transformer on to the utility distribution
system. These harmonic currents cause distortion problems at both the customer
facility and distribution system. Electrical load can also be varying widely as high
power is needed when the material is being heated. Adding power factor capacitors
to the furnace aggravates the problem by creating parallel resonance between the
capacitors and source inductance.

Various approaches to harmonic mitigation are prevalent and have been in use
since long. We shall discuss each one of them along with their merits and demerits.

76.2 Line Reactors

Line Reactors [4] are the simplest and low cost means of attenuating harmonics,
connected in series with individual non-linear loads. By inserting series inductive
reactance into the circuit, they attenuate harmonics as well as absorb voltage
transients that may otherwise cause a voltage source to trip on over-voltage. Line
reactors offer the advantage of low cost and they can achieve a significant
reduction in harmonics when the appropriate percent impedance is utilized. For
reasonable harmonic attenuation, a 5 % impedance line reactor should be installed
ahead of the motor drive or other 6-pulse non-linear load. Their disadvantages are
that they cause a voltage drop, increase system losses and normal impedance
values do not achieve current distortion levels much below 35 % THD-I. Addi-
tionally, the harmonic mitigation capabilities of the reactor reduce as load current
is reduced because the reactor’s effective percent impedance is reduced.
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76.3 Isolation Transformers

The isolation transformers [4] can be used effectively to reduce harmonic distor-
tion. The typical configuration of isolation transformer, for power quality pur-
poses, is delta primary and wye secondary. The inductive reactance of isolation
transformer is low enough at the fundamental frequency to easily pass fundamental
current, but increases proportionately for harmonic frequencies and can achieve
performance similar to that of a line reactor. Due to the capacitive coupling
between each winding and the shield, a low impedance path is created to attenuate
noise, transients and zero sequence currents. The shield helps to mitigate the
common mode disturbances to their originating side (primary or secondary) of the
transformer.

76.4 Passive Filters

Conventional passive filters consist of inductance, capacitance, and resistance
elements configured and tuned to control harmonics of a particular frequency
(notch filters) [5, 7]. Common types of passive filters are single tuned, 1st order
high pass, 2nd order high pass and 3rd order high pass. Another popular type of
passive filter is the high-pass filter (HPF) [6]. A HPF will allow a large percentage
of all harmonics above its corner frequency to pass through. The passive filters
have low cost but are bulky. They are used to suppress lower order harmonics.
Filtering is not perfect over the variable frequency range so the harmonic problem
is not completely solved and is variable [8, 9]. One of the important effects of
passive filters is sharp parallel resonance point at frequency below the notch
frequency. Some of the deficiencies of passive filters are overcome by use of
Particle swarm optimization technique [20]. A particle swarm optimization
method with nonlinear time-varying evolution (PSO-NTVE) is employed in the
planning of large-scale passive harmonic filters for a multi-bus system under
abundant harmonic current sources. The objective is to minimize the cost of the
filter, the filters loss, the total harmonic distortion of currents and voltages at each
bus simultaneously. This approach helps in better control of harmonics.

76.5 Active Filters

The basic principle of APF is to utilize power electronics technologies to produce
specific currents components that cancel the harmonic currents components caused
by the nonlinear load. Basic filter design equations neglect the finite bandwidth of
amplifiers. Amplifiers consume power and inject noise into a system. Power
handling capability is limited by the amplifier stages [11]. Voltage stresses and
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power losses are a problem in active power filters (APF) [10]. The power losses
reduce the harmonic filtering efficiency, which increases the filtering costs. Active
filters can also be used in conjunction with predictive control strategy [12]. Pre-
dictive control has the advantage of selecting the best possible switching state for
each future value minimizing the cost function.

76.6 UPQC

UPQC is Unified Power Quality Conditioner [13]. UPQC usually consists of two
voltage-source converters sharing the same capacitive DC link [14–17]. One of the
converters is an active rectifier (AR) or shunt active filter while other is a series
active filter (SF). Also, at the point of the load connection, passive filter banks are
connected. The UPQC has the capability of improving power quality at the point
of installation of power distribution systems or industrial power systems [18, 24].
UPQC is able to compensate current’s harmonics, to compensate reactive power,
voltage distortions and control load flow but cannot compensate voltage inter-
ruption because of not having any sources.

76.7 APLC

Active power line conditioner (APLC) is an advanced concept in the field power
quality control [21, 22]. It is based on integration of series and shunt power
converters sharing a common DC link. APLC includes two voltage source
inverters (VSIs) that are connected to a DC energy storage capacitor. One of these
two VSIs is connected in series with AC line while the other one is connected in
shunt with load bus. Active power line conditioner can be applied in power sys-
tems for unbalance and harmonic compensation (UPQC) [23, 24].

76.8 SHE–PWM

In this approach a set of transcendental equations are solved to determine the
switching angle of SHE-PWM waveform [19]. Differential Evolution algorithm is
used. The objective function of DE is designed to minimize the selected harmonics
to near zero. Furthermore the fundamental component of the output voltage can be
controlled independently. The difficulty in SHE-PWM approach is to calculate its
switching angles. This is because the equations are non-linear and transcendental.

632 A. Dhingra and Ashwani. K. Sharma



76.9 DVR and D-STATCOM

Dynamic voltage restorer (DVR) [26] is a custom power device used for voltage
compensation of sensitive loads against voltage disturbances in power distribution
lines. In order to ensure constant voltage without any harmonic distortions, the
load voltage should follow a reference sinusoidal waveform of desired amplitude.

The main challenge that faces the series mitigation devices like DVRs is that it
is difficult to detect and track the flicker disturbances that encompass characteristic
and non characteristic harmonics, inter harmonics, and sub harmonics with
unknown frequencies [29]. The distribution static compensator or D-STATCOM is
an excellent cost-effective solution to reduce the impact of non-linear load oper-
ation in power systems [27]. The principal advantages of this FACTS device is that
it has the capability to adapt by itself to changes that may occur in the electric
power system, such as voltage flickers and harmonics, generated by loads like the
electric arc furnace. The D-STATCOM also has the advantage over other FACTS
devices that it minimizes the possible occurrence of resonances, reduces har-
monics, and balances the voltage at the PCC. The problem with D STATCOM is
that induction furnace operation during melting makes variation of instantaneous
power fast.

76.10 Conclusion

Other strategies for mitigation of harmonics include use of Fuzzy logic, neural
networks, use of specialized equipments like harmonic mitigation transformers,
phase shifting transformers etc. The fuzzy logic or neural network techniques can
be used for design of active filters for better control and mitigation of harmonics.
All the strategies considered above have their own advantages and disadvantages.
Depending upon the need and requirement of a particular installation, the best
suited strategy may be chosen for mitigation of harmonics. The right choice is
always dependent on a variety of factors, such as the activity sector, the applicable
standards, the power level.
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Chapter 77
Real Time Remote Monitoring
and Measurement of Loss due to Dry Flue
Gas for an Industrial Boiler

C. L. Chayalakshmi, D. S. Jangamshetti and Savita Sonoli

Abstract The loss due to dry flue gas is quite considerable in boilers. This paper
presents a novel method of wireless and real time monitoring of this loss in an
industrial boiler. The proposed system consists of measuring the percentage of
CO2 present in the flue gas, temperature of flue gas and the ambient temperature.
All these signals from the sensor are suitably conditioned and then transmitted to
the central station using ZigBee communication. ZigBee is a popular wireless
protocol used in process industries. At the central station the loss due to dry flue
gas is calculated and displayed. At the central station, an ARM7TDMI-S is used
for data acquisition and for calculating the boiler loss. In this work, not only the
parameters are measured, but also wirelessly communicated to the central station
for finding the loss due to dry flue gas.

Keywords Dry flue gas loss � ARM7TDMI-S � Boiler efficiency � ZigBee
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77.1 Introduction

Productivity and quality are the major emphasis of any industry, whereas energy
cost is considered as a second priority [1]. However, due to the alarming increase
in energy cost, every effort should be made to minimize it. Boiler system is an
integral component of a process industry like sugar, cement, textile etc,. Perfor-
mance of the boiler, like efficiency and evaporation ratio reduces with time. This is
due to poor combustion, heat transfer performance of boiler. Efficiency testing
helps to find out how far the boiler efficiency drifts away from the best efficiency.
Any observed abnormal deviations could therefore be investigated to pin point the
problem area for necessary corrective action. Hence it is necessary to find out the
current level of efficiency for performance evaluation, which is a pre requisite for
energy conservation action in industry.

There are two ways of determining the efficiency of a boiler: direct method and
indirect method. The direct method of evaluating the efficiency of a boiler is based on
fuel consumption and steam generation for a particular time period as per standards.

In direct method, efficiency is calculated using Eq. (77.1)

g ¼ msis �mwiw

BHu

ð77:1Þ

where ms is the steam flow rate (kg/s), mw is the water flow rate (kg/s), is is the
steam enthalpy (kJ/kg), iw is the feed water enthalpy (kJ/kg), B is the fuel flow rate
(kg/s) and Hu is fuel lower heating value (kJ/kg) [2]. Even though the efficiency
can be easily found, direct method will not give clues to the operator about the
lower efficiency levels of a system due to various losses. Considering the disad-
vantages of direct method, one can prefer indirect method of evaluating the
efficiency.

The generalized block diagram required for calculating the boiler efficiency
using indirect method is as shown in Fig. 77.1 and Table 7.1 gives various losses
that contribute for the boiler loss.

Fig. 77.1 Block diagram of
a boiler efficiency calculation
[3]
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In indirect method, efficiency is calculated using Eq. (77.2).

g ¼ 100� Z ð77:2Þ

where Z is the sum of various losses.
Loss due to dry flue gas is the major contributor to the overall loss in boilers. If

we measure this loss effectively, then efforts can be made to reduce the same. At
present, the efficiency is calculated from data mining technique [4], which pro-
vides necessary information to the manager to perform the work effectively and
efficiently. Data mining is the extraction of meaningful information by the com-
puter from stream of data. This stream of data is generated by the computerized
sensors. The extracted data helps to reduce the cost and to increase the revenue.
Data mining finds the correlations or patterns among dozens of fields in large
relational database. Data mining is one of the off line solutions to get the efficiency
of a boiler.

With the rapid advancement in real time embedded systems and development of
network and communication technology, the inconvenience of wiring is resolved
with wireless sensor network (WSN). Wireless sensor network has many advan-
tages over wired network. ZigBee is one of the wireless communication tech-
nologies which has several features suitable for industrial environment such as low
cost, low power dissipation, high-capacity networks, safe and reliable data trans-
mission [5–7].

77.2 Proposed Work

The block diagram of the proposed work is as shown in Fig. 77.2. The system
proposed uses temperature sensor and CO2 sensor, signal conditioning circuits,
ARM processor, ZigBee transceiver pair.

Table 77.1 Types of boiler losses

Boiler loss

Loss due to dry flue gas (sensible heat)
Loss due to hydrogen in fuel (H2)
Loss due to moisture in fuel (H2O)
Loss due to moisture in air (H2O)
Loss due to carbon monoxide (CO)
Loss due to surface radiation, convection and other unaccounted
Unburnt losses in fly ash (Carbon)
Unburnt losses in bottom ash (Carbon)
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77.2.1 Sensing Module

The requirement here is to measure the flue gas temperature. This temperature
represents the major portion of the energy not converted to usable output. The higher
the temperature, the less energy transferred to output and the lower the boiler effi-
ciency. To measure this temperature, thermocouple is more suitable. According to
the basic theory, the temperature of the flue gas is the sum of the saturation tem-
perature of steam and 40 �C. Hence, J type thermocouple is most suited, as its
maximum temperature range is up to 750 �C and it has highest degree of linearity
amongst all thermocouples. The sensitivity of 40 lV/�C is quite acceptable in analog
signal processing. The sensor output voltage is amplified to suit to the requirement of
an inbuilt ADC of ARM processor. If LPC2129, which is one of ARM7TDMI
processor is used, then the resolution of the in-built ADC is 4.88 mV, as the in-built
ADC is of 10 bits. If one degree Celsius is to be measured, then 40 lV/�C should be
converted to 4.88 mV with the help of appropriate signal conditioning circuit.

77.2.2 ARM Processor Module at the Transmitter

A 4-channel, 10-bit inbuilt ADC is used for conversion of analog signal obtained
from the sensors to digital bits. ARM processor, LPC2129 is used for transmitting
the digital bits corresponding to temperature and percentage of CO2 from the output
of an ADC. The bits are sent serially to the ZigBee module for transmission.

77.2.3 ZigBee/IEEE 802.15.4 Module

Among the various choices of wireless transmission methods like Radio fre-
quency, optical communication (Laser) and Infrared, Radio Frequency (RF) based
communication is suitable for most of the wireless sensor network applications.

Thermocouple Signal 
Conditioning 
Circuit 

A
R

M
7T

D
M

I-S 

Serial 
Communication 

ZigBee 
Transmitter 

CO2 Sensor 
Signal 
Conditioning 
Circuit 

Fig. 77.2 Block diagram of transmitter section
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ZigBee uses the communication frequency between 433 MHz and 2.4 GHz. One
pair of ZigBee module is used for transmission and reception. ZigBee supports
multiple network structures, like star, tree, and mesh network, as shown in
Fig. 77.3. ZigBee modules are composed of the coordinator, the router, and the
end device [4].

77.2.4 ARM Processor

The block diagram of the receiver section is as shown in Fig. 77.4. An ARM
processor based on ARM7TDMIS is used at the central station for data acquisition
and processing to calculate loss of a boiler due to the dry flue gas [8–10].
The ARM processor incorporates LCD controller, Ethernet Medium Access
Controller (MAC), UARTs, Controller Area Network (CAN) channels, an SPI
interface and other resources [7]. The ARM7 family of processors is a range of
low-power, 32-bit RISC cores optimized for cost and power-sensitive applications.
ARM7TDMI supports 16-bit thumb instruction set, enabling high code density to

Fig. 77.3 The architecture of ZigBee network
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Fig. 77.4 Block diagram of receiver section
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be achieved with 32-bit performance levels. A synthesizable version of the
ARM7TDMI core is ideal for modern design flows and its key factors are portable
and flexible [11]. It has on-chip RAM, Flash memory with a facility to expand the
memory, an ARM processor is suitable for the data acquisition from sensors placed
at remote places. High performance, low power consumption, small die size, high
code density, real time debug facilities, coprocessor interface are the common
features of all ARM7TDMI processor.

77.3 Software Design

ARM processor which is at the central station receives the signals from ZigBee
receiver through serial communication UART. It collects the data from CO2 sensor
and the thermocouple. Then the software has to be designed on ARM platform for
performing the steps to calculate the loss of a boiler because of dry flue gas. For
coal fired boiler, moisture content, carbon content, hydrogen content, oxygen
content, Gross Calorific Value of the fuel is collected. Then using the following
steps, the loss due to dry flue gas is calculated [3].

Step 1: Find theoretical air requirement

Theoretical air required ¼ 11:6� Cð Þ þ 34:8� H2 � O2=8ð Þf g½
þ 4:35� Sð Þ�=100 kg=kgof coal

ð77:3Þ

Step 2: Find theoretical %CO2 ((%CO2)t)

%CO2ð Þt¼ Moles of C= Moles of N2 þ Moles of C½ � ð77:4Þ

After measuring the actual CO2 in flue gas ((%CO2)a),
Step 3: Find % Excess Air supplied (EA)

%Excess Air supplied EAð Þ ¼ 7900� CO2%ð Þt� CO2%ð Þa
� �� �

CO2ð Þa%� 100½
��

� CO2%ð Þt
��

ð77:5Þ

Step 4: Find Actual mass of air supplied

Actual mass of air supplied ¼ 1þ EA=100f g � theoretical air ð77:6Þ

Step 5: Find Actual mass of dry flue gas

Actual mass of dry flue gas ¼ Mass of CO2 þ Mass of N2content present in fuel

þMass of N2inthe combustion airsupplied

þMass of oxygen in flue gas

ð77:7Þ
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After measuring the flue gas temperature and ambient temperature,
Step 6: % Heat loss in dry flue gas is calculated using the following equation:

% Heat loss in dry flue gas ¼ m xCpx Tf � Tað Þ = Gross CalorificValue of fuel
� �

� 100

ð77:8Þ

Where, m = Mass of dry flue gas calculated from step 5, Cp = Specific heat of
flue gas in kCal/kg, Tf = Flue gas temperature in �C, Ta = Ambient temperature
in �C.

77.4 Conclusion

This paper presents a novel method of real time monitoring of a loss in the boiler
so that the boiler efficiency can be calculated and displayed on-line. The method
proposed is of low cost when compared with the existing method of finding real
time boiler efficiency. The difficulty of connecting a wire from the field to the
central station is eliminated. ARM processor is suggested in place of PLCs which
are of low cost.
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Chapter 78
Characterization of Electrical
and Thermal Properties of Enamel Filled
with Carbon Nanotubes

D. Edison Selvaraj, C. Pugazhendhi Sugumaran
and A. SivaPrakash

Abstract The last decade has witnessed significant developments in the area of
nanoparticles and nanoscale fillers on electrical, thermal and mechanical properties
of polymeric materials. The dielectric and thermal properties of standard (Poly-
amide-imide) and nanoscale filled samples were detailed and analyzed. Carbon
nanotubes have been tested as filler. Carbon nanotubes were synthesized by the
process called chemical vapour deposition (CVD). The basic properties such as
dielectric loss tangent (tand), dielectric constant(e), dielectric strength, partial dis-
charge inception voltage, surface resistivity, quality factor, phase angle, dielectric
conductivity, dielectric power loss and thermal withstand strength of the enamel
filled with carbon nanotubes were analyzed and compared with the properties of the
standard enamel. The experimental results show that there was a significant
improvement in the properties of the enamel by the addition of carbon nanotubes.

Keywords Carbon nanotubes � Chemical vapour deposition � Dielectric strength �
Partial discharge � Dielectric spectroscopy
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78.1 Introduction

In the last few years, a great deal of attention has been given to the application of
nanodielectrics in the field of electrical insulating materials. It has been reported
that the use of nano particles in the matrix of polymeric materials can greatly
improve the thermal, mechanical and electrical properties of polymeric nano-
composites [1]. Insulating materials play a significant role in the design and per-
formance of high voltage systems. They can be used for insulation purposes,
cooling purposes and mechanical support [2]. Despite the basic understanding of
electrical breakdown of materials, electrical surface flashover phenomena, physi-
cal mechanisms responsible for the initiation of such unwanted electrical activities
within an insulation system composed of such advanced materials must be
investigated before they can be commercially available [3]. The findings of such
studies were essential for the development of nano-electric and other advanced
materials and the techniques to predict the reliability of the advanced electrical
systems which utilize these materials. The nanostructured polymeric materials are
object of great interest by the researchers. The reasons of this interest were well-
known: several mechanical, thermal and electrical properties can be improved by
adding few percent of inorganic ‘‘nanofiller’’. But as regards barrier properties
these materials gave the best results [4]. This paper focused on the characterization
of dielectric and thermal properties of standard enamel and carbon nanotubes filled
enamel. There was a significant improvement in the properties of the enamel by
the addition of carbon nanotubes.

78.2 Proposed Work

78.2.1 Sample Preparation

The nanocomposites were prepared by radical initiator curing method. 80 % of
enamel and 20 % of epoxy resin were taken. Diamino Diphenyl Methane (DDM)
was used as curing agent. For 1 g of resin, 0.27 g of DDM was taken. The DDM
was melted at 60–80 �C for 10 min. The enamel, resin and melted DDM were
mixed in a beaker. The mixture was poured into the die coated by a Teflon sheet.
The die was heated at 120 �C for 3 h. Then, the die was taken away from the oven
and it was cooled for 1 h. The carbon nanotubes were mixed with the enamel by
ultrasonic vibrator at different proportions (1, 3 and 5 wt%). Four different samples
were produced by this method.
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78.2.2 Synthesis of Carbon Nano Tubes

Chemical vapour deposition (CVD) process was done in an experimental set up
consisting of a horizontal reaction furnace, quartz tube, PID controller, flow meters,
control valves, gas sources and thermocouple as shown in Figs. 78.1 and 78.2.

Approximately 200 mg of catalyst powder was taken in the quartz boat and was
placed in the central region of the furnace. The furnace was flushed with argon gas
and was heated at a rate of 5 �C/min till it attains 800 �C. After the attainment of
the desired temperature, H2 gas was introduced into the furnace at a flow rate of
100 cc/min for 60 min so as to generate active metallic(Fe, Mo) or bimetallic (Fe-
Mo) nanoparticles on Alumina support. Subsequently, C2H2 gas was introduced
into the furnace for 1 h. After that it was allowed to cool at a rate of 5 �C/min. It
was then washed with distilled water. Then the particle size of the powder was
analyzed by using the SEM characterization techniques.

Fig. 78.1 Quartz boat

Fig. 78.2 Experimental
setup of CVD system
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78.2.3 Dielectric Spectroscopy Analysis

Dielectric spectroscopy was used to measure the inductance, capacitance and
impedance of the component. It was used to measure the dielectric properties of a
medium as a function of frequency.

78.2.4 Partial Discharge and Dielectric Strength Measurements

The partial discharge experiment was carried out inside the shielded room to avoid
the external noises. The different samples were placed between the electrodes and
the whole electrode setup was kept inside the oil to avoid gliding discharge
between contacts. The voltage was applied gradually. The initial discharges
occurring in the samples were captured by a high quality oscilloscope. The
inception and extinction voltages were noted. A standardized testing arrangement
with electrode setup for the determination of the breakdown (BD) voltage and
partial discharge (PD) inception and extinction voltage of solid samples as per
standard (IEC 60243—1) was shown in Figs. 78.3and 78.4.

Fig. 78.3 Electrode setup for
BD and PD

Fig. 78.4 Set up for partial
discharge measurement
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The dielectric strength test was conducted with alternating voltage, which
should be increased from zero to the breakdown value. The voltage was applied to
the samples by means of a high voltage transformer. The value of the voltage at
which breakdown occurs in the sample was noted. The sample thickness was
3 mm and the diameter of upper electrode was 25 mm and the diameter of lower
electrode was 75 mm [5]. The entire arrangement was immersed in an insulating
liquid with higher dielectric constant.

78.2.5 Thermo Gravimetric Analysis

Thermo gravimetric analysis (TGA)was a simple analytical technique to measure
the weight loss or weight gain of a material as a function of temperature. As
materials were heated, they can lose weight by drying or by liberating some gases.
Some materials can gain weight by reacting with the atmosphere in the testing
environment. The TGA results have been obtained from diamond TG/DTA 6,000
instrument system. The sample of 0.1 mg–10 g was taken and the heat was applied
at a rate of 0.1–50 �C/min. The temperature was maintained in the range of 50–
900 �C to maintain consistent heating rate and gas flow. Sampling purity, reaction
rate, identification, activation energy and heat of reactions were measured using
this instrument.

78.3 Results and Discussions

78.3.1 Analysis of Nano-Scale Structure

Figure 78.5 shows the SEM analyzed image results. These results show that
particles were in the form of nano metric range. The sizes of the particles were in
the range from 50 to 120 nm size. The XRD results for the carbon nanotubes were
shown in Fig. 78.6. The particle size of the carbon nanotubes was found using
XRD. From the graph, it was clear that the value of 2h lies between 30 and 40�.
Hence the results show that the particle size of the carbon particles were in the
nanometer range.

78.3.2 Dielectric Spectroscopy Analysis

The dielectric characteristics of the samples 0 (pure), 1, 3 and 5 wt% were ana-
lyzed by dielectric spectroscopy instruments from 50 to 5 MHz range. The loss
factor and quality versus frequencies at 90� C with different samples were shown
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graphically in the Figs. 78.7 and 78.8. A good insulating material should have
higher permittivity value.

The permittivity versus frequency for different samples was represented in
Fig. 78.9 and 78.10. At 50 Hz the permittivity was higher. At higher frequencies
there was not much variation in permittivity. At lower frequencies the dissipation
factor was higher because of higher settling time in polarization. At higher fre-
quencies, settling time was low in polarization so the dissipation factor was low.
At 10 kHz, there was minute variation in permittivity.

Fig. 78.6 XRD pattern for
carbon nanotubes
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78.3.3 Partial Discharge and Dielectric Strength Measurement

Partial discharges were in general a consequence of local electrical stress con-
centrations in the insulation or on the surface of the insulation. The partial dis-
charge measurement was carried out in uniform field electrode configurations. The
breakdown voltage shows an increasing dependence on the nature and smoothness
of the electrode material. The breakdown strength reduces considerably due to the
presence of impurities. The different values of Partial discharge and dielectric
strength for uniform field configurations were shown in Table 78.1. The 1 wt%
nanocomposite sample has higher inception and extinction voltages when com-
pared to other samples.
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78.3.4 Thermo Gravimetric Analysis (TGA)

The TGA result of the 0 % (pure enamel), 1, 3 and 5 % were shown in the
Fig. 78.11. The graph was plotted by taking the TGA signal (actual weight loss or
gain converted to percent weight loss) on the Y-axis and the sample temperature in
�C on the X-axis. The melting point temperatures for various samples were given
in the Table 78.2. From the result the 5 wt% sample has the higher melting point
when compared to other samples.

Table 78.1 Partial discharge and dielectric strength values for different samples

% wt of carbon Nano
tubes

Inception voltage
(kV)

pC Extinction voltage
(kV)

pC Breakdown strength
(kV/mm)

0 4.74 55 4.10 1.3 2.56
1 3.20 65 2.29 1.4 1.91
3 4.21 62 3.73 1.4 2.34
5 4.31 66 3.73 1.4 2.35
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Fig. 78.11 TGA results

Table 78.2 TGA result for various samples

Sample On set temp ( �C) Peak temp( �C) End temp ( �C)

Pure (wt%) 504.90 551.98 593.09
1 517.76 569.59 595.16
3 519.76 589.79 600.26
5 531.26 595.63 609.30
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78.4 Conclusions

SEM analysis showed that the prepared carbon particles were appearing in the
form of nano metric size. The various dielectric properties were analyzed by
dielectric spectroscopy instrument at 90 �C for the frequency range of 50–5 MHz.
The thermal property of the various nanocomposite samples were analyzed by
thermo gravimetric analysis (TGA) for the temperature range from 50 to 700 �C at
the heating rate of 0.1–50 �C/min. The 5 wt% sample was having better thermal
performance when compared to other samples. These results show that the addi-
tions of few weight percentages of carbon nanotubes to the enamel improved the
dielectric and thermal behaviour of the enamel.
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Chapter 79
Tuned Fuzzy Logic Control of Switched
Reluctance Motor Drives

Nessy Thankachan and S. V. Reeba

Abstract The switched reluctance motor (SRM) has gained much attention in the
past few years over other types of electric motors in the drive applications due to
its simple structure, ruggedness and inexpensive manufacturing potential.
However, these merits are overshadowed by its inherent high torque ripple,
acoustic noise and difficulty to control. When the exact analytical model of the
controlled system is uncertain or difficult to be characterized, intelligent control
arts such as fuzzy logic control (FLC) may allow better performance compared to
conventional controllers. In this paper a PI-like fuzzy logic speed controller with
output scaling factor tuned, by an updating factor, based on fuzzy logic reasoning,
is applied to an SRM drive system. A reduced rule base is used to simplify the
program complexity of the controller without losing the system performance and
stability. The nonlinear modeling of SRM is done based on look up tables with
data obtained by finite element analysis.

Keywords Fuzzy logic controller � Scaling factor � Switched reluctance motor

79.1 Introduction

Switched reluctance motor (SRM) can be a potential alternative to other con-
ventional ac machines commonly used in various industries due to its unique
characteristics in the aspects of mechanical simplicity in construction, high
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efficiency, fault tolerance ability, high reliability and robustness in operation.
However, due to the doubly salient structure and magnetic saturation, SRM
acquaints with torque ripples, vibration and noise, which limits its application. It is
however, difficult to control, due to its non-linear nature [1, 2].

Therefore, precise control of SRM is not easy using conventional methods like
PI or PID controls as its flux linkage, inductance, and torque possess mutual
coupling with rotor position and phase current. Hence, analytical or computer-
based experimental determinations are often required to characterize the magne-
tization curves of the SRM. When the analytical model of the controlled system is
vague or difficult to model, intelligent control techniques such as Fuzzy Logic
Controller (FLC) gives better control performance [3].

The success of fuzzy logic controllers mainly lies in their ability to cope with
knowledge represented in a linguistic form instead of representation in the con-
ventional mathematical framework. The advantages of fuzzy logic includes
robustness, a much wider range of operating conditions, operation with noise and
disturbances of different natures, cheap and customizable[4]. In essence, FLC is a
nonlinear controller which is suitable for the control of nonlinear, structure vari-
ation, parameter variation and transfer function unknown plant.

In this paper a Tuned Fuzzy logic speed Controller (TFC), with tuning factor
based on fuzzy logic reasoning is designed and simulated for application to SRM
drives. The TFC uses the speed error and change in speed error as inputs and
generates an equivalent control term, which improves system performance in
steady state. Section 79.2 describes the non linear modeling of SRM, Sect. 79.3
gives an overview of PI fuzzy controller and TFC. Section 79.4 illustrates the
design of a TFC with reduced number of control rules. Section 79.5 depicts the
simulation and results of the work. Conclusions are given in the last section.

79.2 Switched Reluctance Motor

79.2.1 Non Linear MODEL of SRM

The SRM drive system simulation is much more complex than ac & dc motor due
to the nonlinear B–H characteristics of the magnetic material, the dependence of
phase flux linkages on both the rotor position and current and a single source of
excitation [1, 2].

SRM models has three parts: the electrical model, torque characteristics and
mechanical model Fig. 79.1 [5–9].

The data for the look-up table which approximates the inductance and torque as
a function of current and rotor position are obtained by conducting Finite Element
Analysis. The specifications of the designed 8/6 SRM used are shown in Appendix
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79.2.2 Control of SRM

In SRM, the inductance depends on both the position of the rotor and the excitation
current. For motoring operation the windings are excited at the onset of increasing
inductance. The average torque of the machine can be controlled by adjusting the
magnitude of current in the winding using a current controller to reduce the torque
ripple and ensure safe operation of the machine.

Figure 79.2 shows the block diagram of the drive with FLC. The speed error is
given to the FLC to adjust the value of reference current to the motor to maintain
the speed of the drive at its reference value.

79.3 PIFLC and TFC

A PI type FLC generates incremental control output from error and change in error
and is a velocity type control unlike a PD type is a position type control [6]. The
main difference between a PIFC and a TFC is that the TFC includes another
control rule base for the gain tuning factor a (Fig. 79.3). FLC tuning implies the
handling of a great quantity of variables like the shape, number and ranges of
the membership functions (MFs), the percentage of overlap among them and the
design of the rule base [8].

The Scaling factor (SF) Ge, GDe, and GDu, perform the specific normalization
of input and output variables and determine controller stability and performance
[8]. For conventional FLCs, the controller output (DuN) is mapped onto the

Fig. 79.1 Four phase SRM

Fig. 79.2 SRM with FLC
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respective actual output (Du) domain by the output SF (GDu) while in TFC, the
actual output is obtained by using the effective SF (aGDu). A triangular
membership function is chosen for inputs and output (Figs. 79.4, 79.5). The rule
bases for controller output Du and a is designed with a 2-D phase plane.
(Tables 79.1 and 79.2). Here mamdani fuzzy inference and the center of area
defuzzification method is used Table 79.2.

79.4 Tuned FLC with Control Rule Reduction

In all industrial applications, the control algorithm must be implemented on a
micro controller with limited memory space and fast computational capability. The
rule base of TFC uses 98 rules causing a challenge on the performances request of
the used DSP on the cost factor. Therefore a TFC with control rule reduction is
used for the derivation of a. (Fig. 79.6) keeping the same rule base (Table 79.1)
for DU. Here input variables (error and change of error) uses 3 fuzzy sets each
(Negative, Zero, Positive), defined on a normalized domain and the output variable

Fig. 79.3 TFC

Fig. 79.4 Membership
functions of e, De, and Du.
NB—negative big, NM—
negative medium, NS—
negative small, ZE—zero,
PS—positive small, PM—
positive medium, PB—
positive big

658 N. Thankachan and S. V. Reeba



Fig. 79.5 Membership
function of a 515. Note ZE—
zero, VS—verysmall, S—
small, SB—small big, MB—
medium big, B—big, VB—
very big

Table 79.1 Rule base for DU

e
DU
De

NB NM NS ZE PS PM PB

NB NB NB NB NM NS NS ZE
NM NB NM NM NM NS ZE PS
NS NB NM NS NS ZE PS PM
ZE NB NM NS ZE PS PM PB
PS NM NS ZE PS PS PM PB
PM NS ZE PS PM PM PM PB
PB ZE PS PS PM PB PB PB

Table 79.2 Rule base for a

e
a
De

NB NM NS ZE PS PM PB

NB VB VB VB B SB S ZE
NM VB VB B B MB S VS
NS VB MB B VB VS S VS
ZE S SB MB ZE MB SB S
PS VS S VS VB B MB VB
PM VS S MB B B VB VB
PB ZE S SB B VB VB VB

Fig. 79.6 A tuned FLC with a reduced control rule base
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a with 3 fuzzy sets (Small, Medium, Big) with different domains for different
operating conditions (Fig. 79.7). Thus in total there will be only 58 rules as
opposed to the 98 rules of previous case Table 79.3.

79.5 Simulation and Results

Figure (79.8) shows the geometry of 8/6 SRM designed in Maxwell software
(a 4-phase SRM with 6rotor poles and 8 stator poles)

After designing an 8/6 SRM (data given in Appendix), simulation in full-load
condition gives the following results:

Figure 79.9 shows the non linear magnetization characteristics of the low
power SRM in 10� steps from the aligned position to the unaligned position.

Figure 79.10 shows air-gap inductance reaches to the highest value of 40 mH
and varies non linearly with rotor position. Unlike an ideal inductance profile
which is trapezoidal, this curves near the top due to saturation.

The phase current reaches to the highest value of 30 A (Fig. 79.11).
The designed motor has an efficiency of 73 % (Fig. 79.12).

Fig. 79.7 a ERROR & change. b Gain factor

Table 79.3 Rule base for deriving areduced

N ZE P

N B M S
ZE M S M
P S M B

Fig. 79.8 Design of 8/6
SRM
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The machine designed in Maxwell.software is simulated for different currents,
with position varied and the data for inductance profile as well as the torque is
obtained (Fig. 79.14). The dynamic model of SRM is constructed in the
SIMULINK environment (Fig. 79.13). The power converter is built using logic
operators. Hysteresis controller limits the current in each phase. The 4 phases are
designed, and synchronized to each other by providing the fixed values of on and
off values along with the reference current, as inputs and the individual instanta-
neous torques are summed to obtain the total torque developed by the motor.

Under no load condition the various characteristics are obtained for the model.

Fig. 79.9 Flux linkage
versus current

Fig. 79.10 Air gap
inductance

Fig. 79.11 Max phase
current
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Figure 79.15 gives the sequence of voltage application for different phases and
the corresponding variation of current in each phase. On application of voltage, the
current rises and then it falls back at the removal of voltage.

Figure 79.16 shows the motor speed response with large oscillations at the final
steady state.

Fig. 79.12 Efficiency versus
speed

Fig. 79.13 8/6 Non linear SRM
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The inductance profile for different phases (Fig. 79.17) is nonlinear and varies
depending on the position of the rotor and the excitation current in the winding.

One of the drawbacks of SRM is the high torque ripple for the machine. The
total torque output of the machine is given in Fig. 79.18. It is the sum of instan-
taneous torques produced by different phases. The variation of the torque is in
accordance with the inductance profile of different phases Fig. 79.19.

The motor speed and torque responses for a reference command of 900 rpm
under a load of 0.75 Nm for various controllers are shown below.

Fig. 79.14 Single phase winding of SRM

Fig. 79.15 Voltage and
current
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Fig. 79.17 Inductance
profile
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The SRM drive with PI controller (Fig. 79.20a). shows speed response with
overshoot, the settling time is long, showing oscillations. This demonstrates that
the conventional PI controller is not a good choice for the speed control of SRM.

The FLC with fixed gain cannot exactly follow the given command
(Fig. 79.20b).

Fig. 79.19 SRM with TFC

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
-200

0

200

400

600

800

1000

0

50

100

150

200

250

300

350

400

450

500

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

100

200

300

400

500

600

700

800

900

-200

0

200

400

600

800

1000

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

(a)

(c) (d)

(b)

Fig. 79.20 a With PI controller. b With conventional fuzzy. c With TFC. d With TFC reduced
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The rotor speed response curve illustrates that the performance of the TFC is
satisfactory. The motor responds quickly with very little overshoot. But there is
slight oscillation around the reference speed. This is caused by using the look up
table method (Fig. 79.20c). The TFC shows a strong characteristic of robustness.

The Tuned Fuzzy Controller with reduced rule base can give the same system
performance and stability with reduced program complexity for the controller
(Fig. 79.20d).

The torque ripple is very high under a loaded condition of 0.75 Nm with PI
control (Fig. 79.21a).

The torque response is much improved with conventional fuzzy when compared
to PI controllers (Fig. 79.21b)

The torque ripple has reduced considerably for the drive with TFC (both cases)
compared to its conventional counterparts.
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Fig. 79.21 a With PI controller. b With conventional FC. c With TFC
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79.6 Conclusions

The importance of TFC is highlighted here by comparing the performance of
various control approaches, including PI and conventional FLC for the speed
control of 4 phase SRM drives. From the simulation results, the performance of 8/6
SRM for a reference speed under loaded condition is analyzed. It is found that the
TFC produces no overshoot and has a faster settling time when compared to its
conventional counterparts. The system presents little error in steady state. Also the
torque ripple is reduced considerably. The TFC with reduced control rules can
simplify the program complexity of the controller by reducing the number of fuzzy
sets of the MFs without losing the system performance and stability. Thus TFC
presents a flexible, expert knowledge based, robust and model free control.
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