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ABSTRACT 

The purpose of this paper is to report a modeling approach to the evaluation of internal 
sorting methods. The technique used is a regression modeling technique and has been found 
to be a very fast statistical method for evaluation which relies on the performance of data 
collection from the system being evaluated. The parameters considered for evaluation are: (I) 
number of stages, (2) number of transfers, (3) number of records, (4) sort time, (5) number of 
comparisons. The empirical model has been developed for sorting time as a function of the 
number of stages, number of records, number of comparisons, and number of transfers. The 
correlation coefficient obtained during the process of modeling was an average of 0.96 and 
has been found statistically significant. 

I. I N T R O D U C T I O N  

There  has been  m u c h  work  going  on  to find eff ic ient  me thods  of sort ing,  

since it is an impor t an t  part  of m a n y  large business da ta -process ing  problems .  

K n u t h  [1] gives a deta i led  descr ip t ion  of searching  and  sorting, and  the 

a lgor i thms  descr ibed  by h im are s imple  but  author i ta t ive .  He  notes  that  sor t ing 

can  be classified genera l ly  into in terna l  sorting, in which the records  are  kept  

in the compu te r ' s  h igh-speed r andom-acces s  memory ,  and  external  sort ing,  

when  there  are more  records  than  can  be held  in m e m o r y  at once.  In te rna l  

sor t ing al lows more  flexibil i ty in the s t ructur ing and  access ing of the data ,  

while  external  sor t ing shows us how to live with ra ther  s t r ingent  access ing 

categories .  The  six d i f ferent  sor t ing  techniques  for our  purpose  are inser t ion 

sort, shell sort, quick sort, bubb le  sort, and  tree sort. W e  shall present  a little 

descr ip t ion  of each of  these sor t ing me thods  (for detai ls  see Ref .  [1]): 
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Insertion sort. The items are considered one at a time, and each new item 
is inserted into the appropriate position relative to the previously sorted items. 
(This is the way many bridge players sort their hands, picking up one card at a 
time.) 

Exchange sort. If two items are found to be out of order, they are 
interchanged. This process is repeated until no more exchanges are necessary. 

Selection sort. First the smallest (or perhaps the largest) item is located, 
and it is somehow separated from the rest; then the next smallest (or the next 
largest) is selected, and so on. 

Merge sort. Merging (or collating) means the combination of two or more 
ordered files into a single ordered file. 

Distribution sort. Readers who are familiar with punched-card equipment 
are well aware of the efficient procedure used on card sorters, based on the 
digits of the keys; the same idea can be adapted to computer programming, 
and it is generally known as "radix sorting," "digital sorting," or "pocket 
sorting." 

According to the above definitions the technique called in the previous 
report I "insertion sorting" is really a selection sort and will be so called in this 
report. The tree sort is considered a type of selection sort. The technique called 
selection sort previously is actually the shell-of-diminishing-increment sort. 
The shell sort procedure is a variation of the insertion technique. The bubble 
sort is considered one of the exchange procedures, as is the quick sort. 

Algorithms for these five different procedures were obtained from D. E. 
Knuth and also from A. T. Ber-ztiss [5]. Knuth suggests that the quick sort 
method could be enhanced if "subfiles of M of fewer elements are left 
unsorted until the very end of the procedure, then a single pass of straight 
insertion is used to produce the final ordering." The algorithm for straight 
insertion was therefore used as a separate procedure as well as a procedure to 
be used in conjunction with quick sort. The remainder of the paper is 
organized as follows: general description of the model and its design, descrip- 
tion of the input data to the model, calibration of the model, discussion of the 
results, model predictions, and conclusions. 

2. G E N E R A L  D E S C R I P T I O N  OF T H E  M O D E L  A N D  ITS D E S I G N  

A regression model [6, 7] is considered as a fast statistical model of system 
performance which relies on the performance data collected from the system 
being evaluated. In view of the development of efficient algorithms described 

I"A Note on Comparison of Internal Sorting Methods," an unpublished paper by S. 
Sithaxama Iyengar and Wendall Ingrain. 
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in Knuth ' s  book [1], an empirical  model  to evaluate the sort t ime as a function 
of number  of stages, number  of comparisons,  number  of transfers, and number  
of records will enhance the process of evaluat ion of internal sorting methods.  
Before we go into the formulat ion of the model, we shall discuss the system 
parameters:  the number  of stages, number  of comparisons,  number  of trans- 
fers, and number  of records. The number  of stages is how many  times the sort 
method must cycle before completion.  The storage ratio is the ratio of the 
number  of storage locations to the number  of elements to be sorted. The 
number  of transfers is an indicat ion of the model ' s  activity. 

The model  we are proposing in our paper  will be of the following form: 

$=f(  NR, Dr, N,, Nc), (1) 

where 

8 = sort time in sec, 

N R = number  of records, 

D, = number  of transfers, 

N c = number  of comparisons,  

N, = number  of stages. 

The formulat ion process of the model  is explained in Sec. 3.2. 
The above functional  relat ionship can be reduced to the following form 

after a multiple regression analysis:  

O=Co+C,NR+C2D,+C3N,+GN~. (2) 

This general model  for all types of sort will be obta ined after performing 
multiple regression analysis with 8 as a dependent  variable and N a, D,, N s, and 
Nc as independent  variables. C t, C 2, C 3, C 4 are regression coefficients, and  C o 
is the intercept obta ined after the mult iple regression analysis. The model  
sort ing-t ime equation can be expressed as a linear (log-log) function using the 
sass (Statistical Package for Social Science) program, which will be descr ibed 
in the next section of the paper.  Then the equation (2) can be expressed in the 

following form: 

log O = Co + C, log N R + C2 log D t 

(3) 
+ c3 log N, + G log No, 
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0 = e co + c~ log N R + C 2 log  D: + C 3 log N,  + C 4 log N , .  (4) 

This equation can be used to find the sort time for any type of sort provided 
we know the variables N , ,  N c, D, ,  and NR. 

2.1. C A L I B R A T I O N  OF THE M O D E L  

The following definit ion used by G o m m a  [4] for the cal ibrat ion of the 
model  can be used in our study. 

Calibrat ion is basically an iterative procedure whose purpose is to reduce 
the difference in behavior  between the model and the real system by adjust ing 
the parameters  of the model [4]. In the process of the cal ibrat ion of the model, 
both stepwise and multiple regression analysis was done for each sort method 
using the log form of the data  from Table  6 (excluding sort t ime as input). 

3. P R O G R A M  D E S C R I P T I O N  A N D  G E N E R A T I O N  O F  D A T A  

The sorting techniques (straight insertion, straight selection, bubble,  shell, 
tree, and quick) were each written as subroutines in FORTRAN to be run on the 
MUSIC* system. The arguments for all six subroutines are R and N: the records 
and the number  of records to be sorted. 

The subroutine was tested using the program PSORT and pr inted these 
numbers.  The program then had these numbers sorted by the subroutine being 
tested and printed by the terminal.  

The processing time required by each subroutine to sort 100, 200, 500, 1000, 
2000, and 5000 records was determined with program COMSRT. The time was 
determined using the system subroutine ISlIME before and after calling on the 
tested subroutine. Unfor tunate ly  the system subroutine TSTIME reported time to 
only 0.01 seconds. This placed one l imitation on the determinat ion of the 
sorting time. The second l imitat ion was the system limit of 180 seconds. Thus, 
the time for sorting 5000 records could not be obta ined for the insertion, 
selection, and bubble  sort subroutines.  To obtain sorting statistics the program 
COMSRa- was altered to GMSRT. Fo r  details ref. [3]. 

*McGill University Interactive Computing Operating System implemented on IBM 
370/145 system. 
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TABLE I 

Determination of Optimum Value of M to be Used 
in the Quick-Sort Subroutine s 

No. of 
Records M= 1 M=3 M=5 M =  10 

50 0.00 0.00 0.03 0.00 
1 O0 0 .06  0 .00  0 .02  0.08 
200 0.02 0.02 0.09 0.05 
500 0.22 0.29 0.25 0.23 

1000 0.55 0.54 0.54 0.50 
2000 1.24 1.35 1.30 1.31 
5000 3.36 3.41 3.41 3.17 

IAverage time to sort the number of records shown, in seconds. 
Each value shown is the average of three determinations. 

3.1. D E T E R M I N A T I O N  OF O P T I M U M  M 

The number  of elements ( M )  to be left unsorted at the end of the quick-sort 
subroutine had to be determined before accumulating any sorting data. To 

determine the opt imum value of M, the sorting time was determined with 
values of M set at 1, 3, 5, and 10 for array sizes varying from 50 to 5000 
records. Results were obtained for three runs at each value of M. 

The average values for the three runs at each value of M and array size are 
reported in Table I. No advantage in sorting time is evident in Table 1 for any 
value of M. The value M =  1 was used for all subsequent runs. 

3.2. SORTING T I M E  AND S O R T I N G  STATISTICS 

Three runs were made to determine the sorting time for each of the six 
sorting methods. The averages of the three runs are shown in Table 2. 

Three runs were also made to determine the sorting statistics (processing 
time, number  of stages, number  of comparisons, and number  of transfers) for 
each of the six sorting methods. The averages of the three runs are given in 
Tables 2 (sorting and processing time), 3 (number  of stages), 4 (number  of 

comparisons), and 5 (number  of transfers). Wherever possible in these tables 
the results obtained by Iyengar and Ingram [2] are given for comparison. 

It is evident in Table 2 that the sorting time is increased when sorting 
statistics are counted in the same run that sorting time is measured. These 
latter times should not be used as a measure of sorting time. It is also evident 

that the times reported by lyengar and Ingram do not check with the results 
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TABLE 2 

Sorting Times ~ 

No. of records sorted 50 100 200 500 1000 2000 5000 

Insertion sort 
Sorting time .02 .12 .35 2.27 9.08 36.27 b 
Sorting statistics .03 .06 .48 2.93 12.00 47.32 b 

Selection sort 
Sorting time .02 . I 1 .41 2.81 I 1 .32 45.11 b 
Sorting statistics .05 .16 .55 3.61 14.18 56.10 b 
lyengar & Ingrain .21 20.05 55.33 

Bubble sort 
Sorting time .02 .13 .50 3.48 13.72 54.48 b 
Sorting statistics .06 .20 .67 4.64 18.45 74.07 b 
Iyengar & Ingrain .29 26.17 669.83 

Shell Sort 
Sorting time c .09 .05 .36 .84 1.99 6.07 
Sorting statistics .01 .08 .13 .46 .94 2.15 6.82 
lyengar & Ingram .05 1.01 7.39 

Tree Sort 
Sorting time .07 .43 .85 2.12 6.03 
Sorting statistics .03 .44 1.04 2.44 6.90 
Iyengar & Ingrain .08 .93 5.47 

Quick Sort 
Sorting time .02 .11 .04 ,17 .45 ! .06 3.05 
Sorting statistics .01 .01 ,11 ,28 .51 1,36 3.72 
lyengar & Ingrain .04 .47 2.64 

IAverage time in seconds. Each value shown is an average of three determinations. 
b Exceeds 180 sec. 
~Less than 0.01 sec. 

ob ta ined  in this s tudy for the select ion,  bubble ,  and  shell sort, and  are  abou t  

the same as those ob ta ined  for the tree sort, bu t  lower  than those  ob t a ined  for 

the quick  sort. 

The  averages  g iven in Tab l e  2 are  graphed  in Fig. 1. Exce l len t  l inear  

(log-log) results are ev iden t  for the select ion,  inser t ion,  and  bubb le  sorts, with 

prac t ica l ly  the same slopes and  in tercepts  for all of  them. The  graphs  for shell 

and  tree sorts are the same and  d i f fe ren t  f rom the o ther  procedures .  T h e  lowesl 

t imes are  ev ident  for the quick sort. Linear i ty  (log-log) is also ev iden t  for th~ 

shell, tree, and  quick sorts, par t icu lar ly  for record  sizes of 500 or  greater .  Tht  

p o o r  r e s o l u t i o n  in s o r t i n g  t i m e  (0.01 s e c o n d s )  is p r o b a b l 3  

responsible  for the poor  da ta  ob t a ined  for ar ray  sizes of 200 a n d  less. 
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TABLE 3 

Number of Stages" 

No. of records sorted 50 100 200 500 1000 2000 5000 

Insertion sortb 49 99 199 499 999 1999 - -  
Selection sort 

This study b 49 99 199 499 999 1999 - -  
lyengar & Ingram b 99 999 4999 

Bubble sort 
This study 38 90 187 481 962 1947 - -  
lyengar & Ingrain 99 999 4999 

Shell sort 
This study c 5 6 7 8 9 10 12 
Iyengar & Ingram 480 7987 51822 

Tree sort 
This study '~ 73 148 298 748 1498 2998 7498 
Iyengar & Ingram 149 1499 7499 

Quick sort 
This study 32 65 134 33 3 i 8 3273 
Iyengar & Ingram 33 1863 

"Average of three determinations. 
bStages = (number of records)-  I; variance = 0. 
cStages-log2(number of records); var iances0.  
dStages = 1.498(number of records); variance~O. 

TABLE 4 

Number of Comparisons" 

No. of records sorted 50 1130 200 500 1000 2000 5000 

Insertion son 686 2370 I0389 63585 249776 991621 - -  
Selection sort 

This study 1225 4950 19900 124750 499500 1999000 - -  
lyengar &lngram 4950 499500 12497500 

Bubble sort 
This study 1106 4648 19696 124221 497209 1993960 - -  
Iyengar & Ingram 4922 499409 12493759 

Shell sort 
This study 299 783 1948 6268 14670 33464 104436 
Iyengar & Ingram 734 14895 110739 

Tree sort 
This study 413 1 0 3 3  2448 7436 16834 37690 107678 
lyengar & Ingram 1010 16842 107598 

Quick sort 
This sort 299 762 1801 5465 1 1 6 6 1  27236 74937 
Iyengar & Ingram 746 12666 71911 

"Average of three determinations. C o m p a r i s o n s = N ( N -  I)/2; var iance-0 .  
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TABLE 5 

Number of Transfers" 

87 

No. of records sorted 50 100 200 500 1000 2000 5000 

Insertion sort 
Selection sort 

This study 
Iyengar & Ingram 

Bubble sort 
This study 
Iyengar & Ingram 

Shell sort 
This study 
lyengar & Ingrain 

Tree sort 
This study 
lyengar & lngram 

Quick sort 
This study 
Iyengar & lngram 

690 2374 10395 63591 249782 991627 

182 423 984 2893 6484 14509 
297 2997 14997 

586 2393  9 7 8 5  61689 251831 1005054 
7545 780258 18789441 

13 352 899 3046 7251 16639 55256 
879 7518 184659 

316 732 1 6 5 5  4809 1 0 5 7 0  23172 64579 
776 11077 67058 

7 168 364 1099 2419 5284 14808 
411 5998 35707 

"Average of three determinations. 

TABLE 6 

Sample Input Data" 

NR 0 Ns ~¢c D, 
Var. 1 Vat. 2 Vat. 3 Vat. 4 Vat. 5 

Records Time Stages Comparisons Transfers 

Quick Sort 

50 0.02 32 299 7 
100 0.11 65 762 168 
200 0.04 134 1801 364 
500 0.17 333 5465 1099 

1000 0.45 659 11661 2419 
2000 1.06 1318 27236 5284 
5000 3.05 3273 74937 14808 

Insertion sort 

50 0.02 49 
100 0.12 99 
200 0.35 199 
500 2.27 499 

1000 9.08 999 
2000 36.27 1999 

686 
2370 

10389 
63585 

249778 
991621 

690 
2374 

10395 
63591 

249782 
991627 
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TABLE 6 (Continued) 

N j, 0 Ns N~ n, 
Vat. 1 Var. 2 V~r. 3 VaL 4 Vat. 5 

Records Time Stages Comparisons Transfers 

Selection sort 

50 0.02 49 1225 182 
i 00 0. i I 99 4950 423 
200 0.41 199 19900 984 
500 2.81 499 124750 2893 

1000 11.32 999 499500 6484 
2000 45.11 1999 1999000 14509 

Bubble sort 

50 0.02 38 1106 586 
100 0.13 90 4648 2393 
200 0.50 187 19696 9785 
500 3.48 481 124221 61689 

1000 ! 3.72 962 497209 25183 i 
2000 54.48 1947 1993960 1005054 

Tree sort 

50 0.07 73 413 316 
100 0.02 148 1033 732 
200 0.22 298 2448 1655 
500 0.43 748 7436 4809 

1000 0.85 1498 16843 10570 
2000 2.12 2998 37690 23172 
5000 6.03 7498 107678 64579 

Shell sort 

50 0.00 5 299 13 
100 0.09 6 783 352 
200 0.05 7 1948 899 
500 0.36 8 6268 3046 

1000 0.84 9 14670 7251 
2000 1.99 10 33464 16639 
5000 6.07 12 104436 55256 

aEach subroutine was tested using the program P$ORT. I~ORT generated 25 
uniformly distributed random numbers with subroutine R . ~ U  and printed 
these numbers (uniform distribution and normal distribution). 
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4. INPUT DATA TO THE MODEL 

This section describes how the data generated for all the parameters in Sec. 
3 are used as the input data to the model. Table 6 shows the average value of 
three runs for each sorting method and the following parameters: 

(1) Number of records sorted 
(2) Sort time (in seconds) 
(3) Number of stages 
(4) Number of comparisons 
(5) Number of data transfers 

4.1. REGRESSION SUBMODEL TECHNIQUES 

As described in the previous sections, it has been assumed that the amount 
of time required to sort a number of records can be expressed as a linear 
(log-log) function of the number of records, number of data transfers, number 
of stages, and number of comparisons. If true, this means that the sort time 
may be predicted by a linear regression submodel which is assumed to be of 
the form 

log 0-- C O + C, log NR + C2 log Dt + C3 log N, + 6"4 log N~, (5) 

where 0 represents the sort time, N R the number of records, N, the number of 
stages, D, the number of data transfers, N c the number of comparisons, C0 the 
intercept value, and Cl, (?2, and C 3 the regression coefficients of the parame- 
ters. 

The linear regression analysis was done, and the regression submodel 
constructed, by using a standardized program developed for the S't~tistical 
Package for the Social Sciences (sPss) language, spss is a packaged program 
specifically designed to compute those statistics typically used by social scien- 
tists. It was designed and developed in the late 1960s and is now one of the 
most widely used statistical packages. 

The particular sPss statistical subprogram used in this case was the subpro- 
gram REGRESSION, which can compute both step wise and multiple regressions. 
In the process of the calibration of the model, both stepwise and multiple 
regression analysis was done for each sort method using the log form of the 
data from Table 6 as input. The resulting submodels are shown in Tables 7-12  
and figs. 2-4. Each submodel gives a very good fit to the data: the proportion 
of the variation explained (R 2) for each is 0.94 or better. 
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T AB L E  7 

Regression Submodel  of Sort Time (Insertion Sort)" 

C 1 - 1.69486 
S.E. 27.60607 
F-value 0.004 
R 0.99882 

C 2 27.08349 
S.E. 76.26212 
F-value 0.126 
R 0.99789 

C 3 9.91640 
S.E. 28.32105 
F-value 0.123 
R 0.99887 

C 4 - 30.22620 
S.E. 76.65120 
F - v a l u e  0.155 
R 0.99791 

C O - 6.73479 

R 2 0.99999 
S 0.00667 
F 41710.01041 

0 

c0 
,vR 
D, 
iv, 
~vc 
c,, c2, c3, G 
S.E. 
F-value 
R 
R 2 

S 
F 

Sort time (sec) 
Intercept 
N u m b e r  of records 
Numer  of data  transfers 
N u m b e r  of stages 
N u m b e r  of comparisons 
Regression coefficients 
Standard error of regression coefficients 
Statistic significance of regression coefficient 
Correlation coefficients 
Proportion of variation explained by model 
Standard error of model 
Statistic for significance of regression equation 

*1o 8 0 -  Co+ C I log N a + C21og D~+ C31og N ,+  C41og N c. 
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TABLE 12 

Regression Submodel of Sort Time (Quick Sort) a 

D, 

C I 56.41420 
S.E. 2.80966 
F-value 403.151 
R 0.95586 

C 2 0.61355 
S.E. 0.06584 
F-value 86.831 
R 0.92273 

C 3 -61.11769 
S.E. 3.77782 
F-value 261.729 
R 0.95421 

c4 4.22348 
S.E. 1.25641 
F-value I 1.3 
R 0.95310 

C O - 16.52790 

R 2 0.99962 
S 0.02602 
F 1329.97925 
N 

i log  8 ~ C O + C I log  N R + C 2 log D, + C a log  N, + 
c, log ~v. 

4.2. M O D E L  PREDICTION 

In order to examine the difference between the real system and the models, 
a comparison was done between the predicted sort time using the model 

equations and the observed sort time from Table 2. The results of these 

comparisons can be seen in Table 13. As the proportion of the variation 
explained by the model (R 2) in each case was very good, we expected to find a 

close correlation between the actual and  predicted times, and this was in fact 
the case. As can be seen from Table 13, the percentage differences between the 
actual times from Table 2 and the predicted times are quite small unless they 

represent a small number  (less than 500) of records; and although the correla- 
tion increases with the number  of records sorted, it is still quite good even at 

larger numbers of records. For instance, the percentage difference between the 

predicted time using the quick-sort regression submodel (Table 12) and the 
actual sort time is 0% at 50 records and increases only to 3.6% for 5000 

records. Better results than those obtained for the shell sort, insertion sort, and  
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TABLE 13 

Verification of Model 

Actual Predicted 
Type of Number of sort time sort time 
sort records (sec) (sec) 

Insertion 1000 9.18 9.08 
I00 0.12 0.12 

Selection 50 0.02 0.02 
200 0.415 0.41 
I000 10.74 I 1.32 
2000 42.6 45. I I 

Bubble 50 0.02 0.02 
I000 13.61 13.72 

Tree 50 0.06 0.07 
500 0.598 0.43 

2000 2.22 2. ! 2 

Quick 50 0.02 0.02 
500 0.165 0.17 

5000 2.94 3.05 
100 0.108 0.11 

Shell 50 0.0099 0.00 
500 0.31 0.36 

1000 0.78 0.84 
5000 4.91 6.07 

selection sort would no doubt  be possible but  for the limitations described in 

Sec. 3 on the measurement of the sort time. 

5. NOTE 

Needless to say, the regression model presented herein is not complete. 
Possibly the most critical section is that dealing with model prediction. To our 

surprise, the model prediction was excellent. This is explained by the fact that 
the correlation coefficient obtained during the process of modeling was an 

average of 0.96 or better. It is possible that an empirical model such as the one 

developed in our paper would be useful in determining the type of sort to be 

used in data processing. 

However, in the meantime we are considering the development of a hybrid 

model (regression and simulation model) for the classification and evaluation 
of internal sorting methods. 
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6. CONCLUSIONS 

This paper has described how a regression model for an internal sorting 
system may be constructed. By this means the advantages of regression 
techniques are exploited. Modeling by regression analysis provides a fast 
statistical method of modeling a system or a subsystem at a gross level. 

A general model to compute the sorting time as a function of the number  of 
stages, number  of comparisons, number  of transfers, and number  of records 
has been presented in this paper, and a specific model for each of the six sorts 

.(shell sort, insertion sort, tree sort, bubble sort, exchange sort, selection sort) to 

compute the sorting time has been presented. The correlation coefficient 

obtained during the process of modeling was an average of 0.96 and the 
predictions from the model are excellent. 

Future endeavors to combine s~mulation and regression modeling would 
add greatly to the models'  value. 

The authors would like to thank Professor lyengar's graduate students, espe- 
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