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ABSTRACT
With the development of Web applications, textual documents are not only getting richer, but also ubiquitously interconnected with users and other objects in various ways, which brings about text-rich heterogeneous information networks. Topic models have been proposed and shown to be useful for document analysis, and the interactions among multi-typed objects play a key role at disclosing the rich semantics of the network. However, most of topic models only consider the textual information while ignoring the network structures or can merely integrate with homogeneous networks. None of them can handle heterogeneous information network well. In this paper, we propose a novel topic model with biased propagation (TMBP) algorithm to directly incorporate heterogeneous information network with topic modeling in a unified way. The underlying intuition is that multi-typed objects should be treated differently along with their inherent textual information and the rich semantics of the heterogeneous information network. A simple and unbiased topic propagation across such a heterogeneous network does not make much sense. Consequently, we investigate and develop two biased propagation frameworks, the biased random walk framework and the biased regularization framework, for the TMBP algorithm from different perspectives, which can discover latent topics and identify clusters of multi-typed objects simultaneously. We extensively evaluate the proposed approach and compare to the state-of-the-art techniques on several datasets. Experimental results demonstrate that the improvement in our proposed approach is consistent and promising.

Categories and Subject Descriptors:H.3.3 [Information Storage and Retrieval]: Information Search and Retrieval—Clustering; H.2.8 [Information Systems Applications]: Database Applications—Data mining

General Terms: Algorithm, Experimentation

Keywords: Topic modeling, biased propagation, clustering, heterogeneous information network

1. INTRODUCTION
In this paper, we study the problem of topic modeling and object clustering on text-rich heterogeneous information networks. Textual documents, such as web pages, papers and blogs, are ubiquitously interconnected with each other as well as with other objects (e.g., users) in various ways, leading to simultaneous growth of both textual documents and heterogeneous network structures between documents and other objects. Information networks have been popularly used to represent networked systems, and a text-rich heterogeneous information network is formed when the network consists of a large number of text data as well as other objects. Taking bibliographic data as an example, as researchers are regularly publishing papers in various venues (e.g., conferences, journals, etc.), we not only obtain textual information of documents, but also have access to the intersections among multi-typed objects such as documents, authors and venues as shown in Figure 1(a). Figure 1(b) illustrates a simplified and basic heterogeneous information network with two types of objects: the documents $D$ with rich text and the associated users $U$ without explicit text, for example, blogs and bloggers, webpages and online users. There are many other text-rich information network examples that consist of a large number of interacting, multi-typed components accompanying with rich text data.

These examples show that in reality we are dealing with collections of documents as well as other objects in a heterogeneous information network. Therefore, it is important and challenging to examine how text data and heterogeneous information network can mutually enhance each other in topic modeling and other text mining tasks. With multi-typed objects accompanying with text documents, it is highly desirable to analyze how topics propagate from documents to other objects, and how the topics of other objects reinforce topic modeling and object clustering simultaneously.

Many topic models, such as Probabilistic Latent Semantic Analysis (PLSA) [13] and Latent Dirichlet Allocation (LDA) [3], have been proposed and shown to be useful for document analysis, but most of them only consider the textual information while ignore the network structures. Recently, several studies, including NetPLSA [17], Laplacian PLSI [6] and Locally-consistent Topic Model [7], have been proposed for combining topic modeling and network structures. However, these models can merely deal with homogeneous networks, such as document nearest-neighbor graph and co-authorship graph, but not heterogeneous information networks. Although a heterogeneous information network can be transformed into or be regarded as a homogeneous
information network, this may result in loss of rich semantics of the original network. Moreover, different objects have their own inherent information, which should be treated differently. Therefore, it is reasonable and challenging to directly incorporate the heterogeneous information network with topic modeling in a unified framework.

To address the problem, we propose a novel Topic Model with Biased Propagation algorithm (TMBP in short) which can be used to discover latent semantic topics and reinforce clusters of multi-typed objects simultaneously. Consequently, we investigate two alternative frameworks, i.e., biased random walk framework (TMBP-RW) and biased regularization framework (TMBP-Regu), for incorporating with topic modeling from different views. The basic idea of the biased random walk framework is to propagate the topic probabilities obtained by topic models on the heterogeneous information network via a biased propagation, as illustrated in Figure 2. A simple and unbiased topic propagation across different objects on such a heterogeneous network does not make sense. The underlying intuition is that different objects should be treated differently along with their inherent information. For example, as shown in Figure 1(b), the topic of a document \( d_i \) can be identified by mining its text information, while the interest of a user \( u_l \) without explicit text information can be characterized simply based on the associated documents which is captured by the heterogeneous network. On the other hand, the estimated interest of a user may affect the topic of a document afterward. In this way, there is a naturally biased topic propagation and consistency across different objects. Furthermore, we develop a joint regularization framework to incorporate a heterogeneous network into topic modeling by regularizing a statistical topic model along with a biased regularization on the heterogeneous information network. The biased regularization framework exploits valuable and reinforced information from heterogeneous network and provides promising constraints of overfitting for topic modeling, which leads to a significant improvement over the baseline method. Finally, we conduct extensive experiments and compare with the state-of-the-art techniques for object clustering and topic modeling tasks using two real-world datasets. Experimental results show that our TMBP-Regu model achieves the best performance.

In a nutshell, our contributions of this paper are: (1) the introduction of the TMBP algorithm to directly incorporate heterogeneous information network instead of homogeneous information network; (2) the investigation of two biased propagation frameworks, including the biased random walk framework and the biased regularization framework, for the TMBP algorithm from different perspectives; (3) the biased regularization term for treating documents with rich text and other objects without explicit text in a different way; and (4) the application of our model for clustering multi-typed objects collaboratively, in which TMBP-Regu achieves the best performance.

The rest of this paper is organized as follows. We first introduce the preliminaries in Section 2. Section 3 briefly describes probabilistic topic models. In Section 4, we systematically present and develop the proposed TMBP algorithm. Extensive experimental results on object clustering and document modeling are reported in Section 5. Finally, we review some related work in Section 6, and present our conclusions and future work in Section 7.

2. PRELIMINARIES

In this section, we formally introduce several related concepts and notations, and define the problem of topic modeling and object clustering in a text-rich heterogeneous information network. We assume that the data to be analyzed consists of both a collection of text documents and an associated heterogeneous network with multi-typed objects.

**Definition 1 (Information Network):** An information network consists of \( T \) types of objects \( X = \{X_1 ... X_T\} \), where \( X_i \) is a set of objects belonging to the \( i \)-th type. Such a network with different types of objects can be denoted as a graph \( G = (X, E) \), where \( X \) is a set of vertices representing objects, i.e., \( X = X_1 \cup X_2 \cup ... \cup X_T \), and \( E \) is a set of edges representing the relation between objects. Suppose \( x \) is a vertex \( x \in X \), an edge \( \langle x_i, x_j \rangle \) is a binary relation between vertices \( x_i \) and \( x_j \). Specially, the network is called heterogeneous information network when \( T = 1 \) and it becomes homogeneous information network when \( T \geq 2 \).

A text-rich heterogeneous information network is formed when the information network contains a set of text documents \( D = \{d_1, d_2, ..., d_N\} \) and several other types of objects, which is denoted as \( X = X \cup \{X_1\}_{T=1}^{T} \). Each document is represented as a bag of words, i.e., \( d = \{w_{1}, w_{2}, ..., w_{|d|}\} \), and we use \( n(d_i, w_j) \) to denote the occurrences of word \( w_j \) in \( d_i \). For the bibliographic network as shown in Figure 1(a), there are three types of objects (i.e., \( T = 3 \)), including papers \( D \), authors \( U \), and venues \( V \). The text-rich information network can be denoted as \( G = (D \cup U \cup V, E) \), where \( E \) is the set of edges representing the relationships between documents \( D \) and objects \( U, V \). For simplicity, in this paper we mainly consider \( T = 3 \), but the proposed model can be easily extended to incorporate more types of objects.

Now we can formulate our topic modeling and object clustering problem as: Given a document collection \( D \) and a text-rich information network \( G = (D \cup U \cup V, E) \), the task...
of topic modeling is to model and extract $K$ major topic models $Z = \{z_1, z_2, \ldots, z_K\}$ associated with multi-typed objects, where $K$ is a user specified parameter. A latent topic model $z_k$ is a probabilistic distribution of words in the vocabulary of collection. The probability of a word $w$ is referred as $P(w|z)$. The task of object clustering is to group different types of objects into proper clusters simultaneously.

3. PROBABILISTIC TOPIC MODELS

Topic modeling has been popularly used for data analysis in various domains [3, 13, 17, 22]. A number of recent approaches [3, 13] to modeling document content are based upon the idea that the probability distribution over words in a document can be expressed as a mixture model of $K$ topics, where each topic is a probability distribution over words. We will describe one of the most well-known probabilistic topic models (PLSA) [13]. In PLSA, an unobserved topic variable $z_k \in \{z_1, \ldots, z_K\}$ is associated with the occurrence of a word $w_j \in \{w_1, \ldots, w_M\}$ in a particular document $d_i \in \{d_1, \ldots, d_N\}$. By summing out the latent variable $z$, the joint probability of an observed pair $(d, w)$ can be defined as

$$P(d, w_j) = P(d_i) \sum_{k=1}^{K} P(w_j|z_k)P(z_k|d_i),$$

(1)

where $P(w_j|z_k)$ is the probability of word $w_j$ according to the topic model $z_k$, and $P(z_k|d_i)$ is the probability of topic $z_k$ for document $d_i$. Following the likelihood principle, these parameters can be determined by maximizing the log likelihood of a collection $C$ as follows:

$$\mathcal{L}(C) = \sum_{i=1}^{N} \sum_{j=1}^{M} n(d_i, w_j) \log \sum_{k=1}^{K} P(w_j|z_k)P(z_k|d_i).$$

(2)

The model parameters $\phi = \{P(w_j|z_k)\}$ and $\theta = \{P(z_k|d_i)\}$ can be estimated by using standard EM algorithm [9].

Thus PLSA provides a simplified solution to model topics of documents in a text-rich information network. However, this model ignores the associated heterogeneous information network as well as other interacted objects, so it cannot model and make use of associated objects simultaneously. Another limitation of PLSA is that there is no constraint on the parameters $\theta = \{P(z_k|d_i)\}$, the number of which grows linearly with the data. Therefore, the model is prone to over-fitting the data. To alleviate these problems, we propose the following biased topic propagation algorithm by exploiting the heterogeneous information network.

4. BIASED TOPIC PROPAGATION

In this section, we propose a novel and general biased topic propagation algorithm to incorporate the heterogeneous information network with the textual information for topic modeling, so as to estimate the probabilities of topics for documents as well as other associated objects and improve the performance of topic modeling simultaneously.

4.1 Biased Random Walk Framework

In order to obtain the topics for other objects, a straightforward way is to propagate the topic probabilities from documents to other objects through the heterogeneous information network as shown in the dashed rectangle of Figure 2. The basic criterion is that different objects which are connected with each other should have similar weights of topics. To be more specific, the topic distribution of an object without explicit text information (e.g., $u_l$ in Figure 1(b)) depends on the topic distribution of the documents it connects. For example, the research topic of an author could be characterized by his/her published papers, and the interest of a blogger is highly correlated with the associated blog posts. On the other hand, the topic of a document is also correlated with its authors to some extent, but, most importantly, its topic should be principally determined by its inherent content of the text. Therefore, different objects and interactions reflect distinctive semantics of a heterogeneous network, which should be treated differently. So we propose a biased random walk framework to cope with such a heterogeneous information network.

Let us first take Figure 1(b) as an example and discuss how the topics propagate from documents to neighboring objects. Given the topic probabilities of documents $P(z_k|d_i)$, the probabilities for a user $u$ can be calculated by:

$$P(z_k|u) = \sum_{d_i \in \mathcal{D}_u} P(z_k|d_i)P(d_i|u) = \sum_{d_i \in \mathcal{D}_u} \frac{P(z_k|d_i)}{|\mathcal{D}_u|},$$

(3)

where $\mathcal{D}_u$ is a set of documents that are associated with user $u$, and $|\mathcal{D}_u|$ is the number of documents (i.e., the degree of user $u$ in the graph). The underlying intuition behind the above equation is that the topic distribution of an object is determined by the average topic distribution of connected documents. Similarly, the probabilities for a venue $v \in \mathcal{V}$ in Figure 1(a) can be defined as:

$$P(z_k|v) = \sum_{d_i \in \mathcal{D}_v} P(z_k|d_i)P(d_i|v) = \sum_{d_i \in \mathcal{D}_v} \frac{P(z_k|d_i)}{|\mathcal{D}_v|},$$

(4)

where $\mathcal{D}_v$ is a set of documents that are published in venue $v$. Since many objects usually do not have explicit text content for further representation, e.g., users and venues in Figure 1(a), their topic distributions are entirely dependent on the estimated topic distributions of connected documents.

On the other hand, the topic distributions could be propagated from these objects to documents, so as to reinforce the topic distributions of documents. Along with the inherent topic probabilities estimated from the text, we propose the following biased topic propagation

$$P(z_k|d) = \xi P(z_k|d) + \frac{(1 - \xi)}{2} \left( \sum_{u \in \mathcal{U}_d} \frac{P(z_k|u)}{|\mathcal{U}_d|} + \sum_{v \in \mathcal{V}_d} \frac{P(z_k|v)}{|\mathcal{V}_d|} \right),$$

(5)

where $\mathcal{U}_d$ represents the set of authors of paper $d$, and $\mathcal{V}_d$ is the venue associated with paper $d$. Note that $\xi$ is the biased parameter to control the balance between inherent topic distribution $P(z_k|d)$ and the propagated topic distribution. If $\xi = 1$, the topics of documents retain the original ones, while the topics of other objects are determined by their associated documents in one step. We refer this special case as our baseline model with PLSA.

According to Eqs. (3), (4) and (5), we formulate the biased random walk framework at the topic level. The final topic probabilities of different objects can be obtained through an iteratively updated process. Here we focus on topic propagation between different objects on heterogeneous networks, but the propagation on homogeneous networks, such as citation graph, can be easily integrated into this framework.
4.2 Biased Regularization Framework

In the previous section, we give a way to biased topic propagation algorithm, but the topic modeling and random walk process are combined as two independent stages, so they cannot mutually enhance each other. Here we investigate a joint regularization framework to directly incorporate heterogeneous information network into topic modeling by regularizing a statistical topic model with a biased regularizer on the heterogeneous information network.

In this section, we take bibliographic information network as a concrete example illustrated in Figure 2 to show how this idea works. Let us first discuss the paper-author bipartite graph. Generally, an author $u_l \in U$ is knowledgeable about a specific topic if author $u_l$ has published papers related to the topic. Similarly, a paper $d_i \in D$ may be related to a specific topic if its authors have knowledge in that area.

Thus, we define a regularization term as:

$$ R_U = \frac{1}{2} \sum_{i=1}^{\vert D \vert} \sum_{k=1}^{K} \left( P(z_k|d_i) - \sum_{u_l \in U_{d_i}} \frac{P(z_k|u_l)}{|U_{d_i}|} \right)^2 $n

$$ + \frac{1}{2} \sum_{i=1}^{\vert D \vert} \sum_{k=1}^{K} \left( P(z_k|u_l) - \sum_{d_i \in D_{u_l}} \frac{P(z_k|d_i)}{|D_{u_l}|} \right)^2 .$$

A natural explanation of minimizing $R_U$ is that authors should have similar topic distribution with their papers, and vice versa. Note that $\tau$ is the biased parameter. When $\tau \to \infty$, minimizing $R_U$ will ensure the hypothesis that objects without explicit textual information are completely dependent on the estimated topic distributions of connected documents. Then the objective function $R_U$ can be rewritten as

$$ R_U = \frac{1}{2} \sum_{i=1}^{\vert D \vert} \sum_{k=1}^{K} \left( P(z_k|d_i) - \sum_{u_l \in U_{d_i}} \frac{P(z_k|u_l)}{|U_{d_i}|} \right)^2 $$

$$ s.t. P(z_k|u_l) - \sum_{d_i \in D_{u_l}} \frac{P(z_k|d_i)}{|D_{u_l}|} = 0. $$

Thus we formulate the biased regularization term for treating documents with rich text and other objects without explicit text in a different way.

Similarly, the research topic of a venue could be represented by the published papers of the venue, and the topic of venues will guide relevant papers to be submitted or published in the corresponding venue. Thus, we could define the regularization term between documents and venues as:

$$ R_V = \frac{1}{2} \sum_{i=1}^{\vert D \vert} \sum_{k=1}^{K} \left( P(z_k|d_i) - \sum_{v_m \in V_{d_i}} \frac{P(z_k|v_m)}{|V_{d_i}|} \right)^2 $$

$$ s.t. P(z_k|v_m) - \sum_{d_i \in D_{v_m}} \frac{P(z_k|d_i)}{|D_{v_m}|} = 0. $$

Minimizing function $R_V$ will smooth the topic distributions between documents and their associated venues, making them more similar.

When a text-rich information network involves several different interactions between multi-typed objects, a joint regularization term $R(G)$ can be defined to combine all these regularization terms together as $R(G) = R_U + R_V$. Intuitively, $R(G)$ measures the difference of the topic models between documents and other objects for each explicit relationship embedded in a heterogeneous network. The more they differ, the larger $R(G)$ would be. So it can be regarded as a “loss function” to help us assess how well the topic distributions on the heterogeneous graph are consistent and correlated semantically. Clearly, we would like the extracted topics to have a small $R(G)$. Actually, the joint regularization term $R(G)$ is very general, which can be straightforwardly extended to consider other graph information.

To incorporate both the textual information and the heterogeneous network, we define a biased regularization framework by adding the regularization term to the log-likelihood

$$ L = L(C) - \lambda R(G), $$

$$ = \sum_{i=1}^{N} \sum_{j=1}^{M} n(d_i, w_j) \log \sum_{k=1}^{K} P(w_j|z_k) P(z_k|d_i) $$

$$ - \frac{1}{2} \sum_{i=1}^{\vert D \vert} \sum_{k=1}^{K} \left( P(z_k|d_i) - \sum_{u_j \in U_{d_i}} \frac{P(z_k|u_j)}{|U_{d_i}|} \right)^2 $$

$$ - \frac{1}{2} \sum_{i=1}^{\vert D \vert} \sum_{k=1}^{K} \left( P(z_k|u_l) - \sum_{d_i \in D_{u_l}} \frac{P(z_k|d_i)}{|D_{u_l}|} \right)^2 $$

along with the constraints as defined in Eqs. (7) and (9).

In Eq. (10), $L(C)$ measures how likely the data is generated from the topic model based on the collection of documents, and $\lambda$ is the regularization parameter which is used to control the balance between the data likelihood and the smoothness of topic distributions over the heterogeneous network. It is easy to show that if $\lambda = 0$, the regularized topic model boils down to the standard PLSA. If $\lambda > 0$, the biased regularization model takes into account both the textual information and the heterogeneous relationships across multi-typed objects, which will provide valuable constraints of overfitting for PLSA so as to improve the performance of topic modeling. In the following section, we discuss parameter estimation of the biased regularization framework.

4.3 Model Fitting with Generalized EM

Our parameters include all the topics and the distributions of topics in all objects including documents, authors and venues, which we denote by $\phi = \{P(w_j|z_k)\}$, $\theta = \{P(z_k|d_i)\}$, $\beta = \{P(z_k|u_l)\}$ and $\psi = \{P(z_k|v_m)\}$. When a probabilistic model involves unobserved latent variables, the standard way for the maximum likelihood estimation of the model is the Expectation Maximization (EM) algorithm [9], which alternates two steps, E-step and M-step.

Let us first consider the special case that $\lambda = 0$. In such a case, the objective function boils down to the log-likelihood function of PLSA with no regularization term. Formally, we have the E-step to compute the posterior probabilities $P(z_k|d_i, w_j)$:

$$ P(z_k|d_i, w_j) = \frac{P(w_j|z_k) P(z_k|d_i)}{\sum_{k=1}^{K} P(w_j|z_k') P(z_k'|d_i)}. $$

In the M-step, we maximize the expected complete data log-likelihood for PLSA, which can be derived as:

$$ Q_D = \sum_{i=1}^{N} \sum_{j=1}^{M} n(d_i, w_j) \sum_{k=1}^{K} P(z_k|d_i, w_j) \log P(w_j|z_k) P(z_k|d_i). $$
There is a closed-form solution to maximize $Q_D$:

$$P(w_j|z_k) = \frac{\sum_{i=1}^n n(d_i, w_j) P(z_k|d_i, w_j)}{\sum_{j'=1}^M \sum_{i=1}^n n(d_i, w_{j'}) P(z_k|d_i, w_{j'})}$$  \hfill (12)

$$P(z_k|d_i) = \frac{\sum_{j=1}^M n(d_i, w_j) P(z_k|d_i, w_j)}{\sum_{j'=1}^M n(d_i, w_{j'})}.$$  \hfill (13)

However, there is no closed-form solution in the M-step for the general case $\lambda > 0$ with the complete likelihood function:

$$Q(\phi, \theta, \varphi, \psi) = Q_D - \lambda R(G).$$

Fortunately, we could use the generalized EM algorithm [19, 17] to maximize the regularized log-likelihood of the model. The major difference between generalized EM and traditional EM is that in the M-step generalized EM finds parameters that only “improve” the expected value of the log-likelihood function rather than maximizing it. It is easy to see that our biased regularization model shares the same hidden variables with PLSA, and has exactly the same E-step as that of PLSA. Since the regularization $R(G)$ does not involve the parameters $P(w_j|z_k)$, we can get the same M-step estimation equation for $P(w_j|z_k)$ as in Eq. (12).

In the following, we discuss how to estimate the parameter values $\theta = \{P(z_k|d_i)\}$ as well as $\varphi = \{P(z_k|u_i)\}$ and $\psi = \{P(z_k|v_m)\}$. Let us first find $\theta_1$ using Eq. (13) which maximizes $Q_0$ instead of $Q(\phi, \theta, \varphi, \psi)$. We then try to start from $\theta_1$ and decrease $R(G)$, which can be done through Newton-Raphson method [20, 6]. Given a function $f(x)$ and the initial value $x_0$, the Newton-Raphson updating formula to decrease $f(x)$ is defined as $x_{t+1} = x_t - \gamma \frac{f'(x_t)}{f''(x_t)}$, where $0 \leq \gamma \leq 1$ is the step parameter. With $\theta_1$ and put $R(G)$ into the Newton-Raphson formula, we can decrease $R(G)$ by updating $P(z_k|d_i)$ in each step:

$$P(z_k|d_i)_{t+1}^{(n+1)} = (1 - \gamma)P(z_k|d_i)_{t+1}^{(n)} + \frac{\gamma}{2} \left( \sum_{u_j \in D_{d_i}} P(z_k|u_j) \frac{P(z_k|d_i)}{P(d_i)} + \sum_{v_m \in V_d} P(z_k|v_m) \frac{P(z_k|d_i)}{P(d_i)} \right).$$  \hfill (14)

In the meantime, $P(z_k|u_i)$ and $P(z_k|v_m)$ are updated as in Eq. (7) and Eq. (9), respectively, for each step. The step parameter $\gamma$ in Eq. (14) can be interpreted as a controlling factor of smoothing the topic distribution among the neighboring objects. We repeatedly update $\theta_1^{(n+1)}$ using Eq. (14) until $Q(\theta_1^{(n+1)}) \leq Q(\theta_1^{(n)})$. Then we test whether $Q(\theta_1^{(n)}) \geq Q(\theta_t)$. If it is true, re-estimation for $\theta_1$ is done by setting $\theta_{t+1} = \theta_1^{(n+1)}$. Otherwise, we keep current $\theta$, $\varphi$ and $\psi$ without updating in the M-step and continue to the next E-step. We summarize the model fitting approach by using generalized EM algorithm in Algorithm 1.

5. EXPERIMENTS

In this section, we evaluate the effectiveness of our TMMP algorithm, and compare it with the state-of-the-art methods on two data sets through extensive experiments.

5.1 Data Collection

The Digital Bibliography and Library Project (DBLP)\(^3\) is a collection of bibliographic information on major computer science journals and proceedings, which can be used to build a heterogeneous information network with multi-typed objects along with rich text data as Figure 1(a). Each paper is represented by a bag of words that appeared in the abstract and title of the paper. Besides the rich-text documents, we also obtain two other types of objects: author and venue (i.e., conference). In this experiment, we use a subset of the DBLP records\(^2\) that belongs to four areas: database, data mining, information retrieval and artificial intelligence, and contains 28,569 documents, 28,702 authors and 20 conferences. The abstract is collected for representing each document, and this data collection has 11,771 unique terms. Within the heterogeneous information network, we observe two explicit types of relationships: paper-author and paper-venue, which consist of a total number of 103,201 links. In our test, we extract a subset of documents from the DBLP records.

---

\(^2\)http://www.cs.uiuc.edu/~hbdeng/data/kdd2011.htm

\(^3\)http://www.informatik.uni-trier.de/~ley/db/

---

Algorithm 1 Model Fitting for Biased Regularization

**Input**: A text-rich information network $G = (D \cup U \cup V, E)$ with word occurrences $n(d_i, w_j)$. The number of topics $K$, Newton step size $\gamma$, regularization parameter $\lambda$

**Output**: $\phi = \{P(w_j|z_k)\}$, $\theta = \{P(z_k|d_i)\}$, $\varphi = \{P(z_k|u_i)\}$ and $v = \{P(z_k|v_m)\}$.

1: Randomize the initial $\theta_0$ and $\psi_0 = \{P(z_k|v_m)\}$
2: $t \leftarrow 0$
3: while $t < $ MaxIteration do
4: **E-step**: Compute $P(z_k|d_i, w_j)$ as in Eq. (11);
5: **M-step**: Re-estimate $P(w_j|z_k)_{t+1}$ as in Eq. (12);
6: Re-estimate $P(z_k|d_i)_{t+1}$ as in Eq. (13);
7: $P(z_k|d_i)_{t+1} \leftarrow P(z_k|d_i)_{t+1}$;
8: Compute $P(z_k|u_i)_{t+1}$ and $P(z_k|v)_{t+1}$ as in Eq. (7) and Eq. (9), respectively;
9: while $Q(\theta_{t+1}) \geq Q(\theta_t)$ do
10: $P(z_k|d_i)_{t+1} \leftarrow P(z_k|d_i)_{t+2}$;
11: Compute $\theta_{t+2}$, update $P(z_k|u_i)_{t+1}$ and $P(z_k|v)_{t+1}$;
12: end while
13: if $Q(\theta_{t+1}) \geq Q(\theta_t)$ then
14: $P(z_k|d_i)_{t+1} \leftarrow P(z_k|d_i)_{t+1}$;
15: Update $P(z_k|u_i)_{t+1}$ and $P(z_k|v)_{t+1}$;
16: else
17: Keep current $\theta$, $\varphi$ and $\psi$.
18: end if
19: $t \leftarrow t + 1$
20: end while
that belong to the largest 10 research programs, such as applied mathematics, economics, and geophysics, thus leaving us with 16,405 documents and 9,989 associated investigators. Within the heterogeneous information network, there are a total of 20,717 links between documents and investigators. Moreover, this data collection has 18,674 unique terms which appear in all the abstracts. Table 1 provides the statistics of these two datasets. Note that we set the number of topics (K) to be 4 and 10 for DBLP and NSF-Awards, respectively.

### 5.2 Experimental Setup and Metrics

The proposed TMBP algorithm can be applied to different text mining tasks, such as topic modeling and object clustering. We evaluate the performance of our models in two frameworks: the biased random walk framework (TMBP-RW) and biased regularization framework (TMBP-Regu). For further performance comparison, we implemented other state-of-the-art methods as follows:

- Nonnegative Matrix Factorization (NMF) [16]
- Probabilistic Latent Semantic Analysis (PLSA) [13]
- Laplacian Probabilistic Latent Semantic Indexing (LapPLSI) [6]
- Latent Dirichlet allocation (LDA) [3]
- Author-Topic Model (ATM) [22]
- Ranking-based Clustering (NetClus) [24].

Since NMF, PLSA and LDA cannot be directly applied to heterogeneous information networks, only documents are utilized for these models. For LapPLSI, we construct a homogeneous nearest-neighbor graph, and ATM outperforms the other parameter settings were set to be identical to TMBP.

Additionally, we utilized for these models. For LapPLSI, we construct a homogeneous nearest-neighbor graph, and ATM outperforms the other parameter settings were set to be identical to TMBP.

To quantitatively compare TMBP with these methods, we adopt two popular metrics, accuracy (AC) and normalized mutual information (NMI) [27], to measure the clustering performance. The AC is defined as \( AC = \frac{\sum_{i,j} \delta(y_i, y_j)}{n} \), where \( n \) denotes the total number of objects, \( \delta(x, y) \) is the delta function that equals one if \( x = y \) and equals zero otherwise. The joint probability that arbitrarily selected document belongs to the clusters \( c_i \) as well as \( c'_j \) at the same time. Suppose \( H(C) \) and \( H(C') \) are the entropies of \( C \) and \( C' \), respectively, it reaches the maximum, \( \max(H(C), H(C')) \), when the two sets of clusters are identical, whereas it becomes zero when the two sets are independent. In our experiments, we use the normalized mutual information \( NMI \) as the \( MI(C, C') \) normalized by \( \max(H(C), H(C')) \) which ranges from 0 to 1.

### 5.3 Experimental Results

We consider the question whether our proposed method can boost the performance of topic modeling and object clustering using the biased propagation algorithm. First, the experiments are performed to compare the task of object clustering with quantitative analysis. Then we investigate the parameter setting of our TMBP model. Finally, we analyze the topic modeling with some case studies.

#### 5.3.1 Quantitative Analysis

For quantitative evaluation, we apply our models on the task of object clustering using both DBLP and NSF-Awards datasets. The hidden topics extracted by the topic modeling approaches can be regarded as clusters. The estimated conditional probability (e.g., \( P(z_k \mid d_i) \) and \( P(z_k \mid u_i) \)) is used to infer the cluster label for each object. The clustering result is evaluated by comparing the cluster label of each object with its label provided by the data corpus. Table 2 shows the clustering performance of different methods. For each method, 20 test runs were conducted, and the final performance scores were obtained by averaging the scores from the 20 tests. To make the comparison fair, we used the same random starting points for NMF, PLSA, LapPLSI, NetClus and TMBP. The italic results of PLSA in Table 2(a) is obtained by the special case of TMBP-RW with \( \xi = 1 \), which is set as our baseline model.

From Table 2, we observe that PLSA outperforms NMF on paper without using any network information. As expected, LapPLSI outperforms PLSA slightly by incorporating a homogeneous nearest-neighbor graph, and ATM outperforms LDA by considering the paper-author graph. Moreover, both PLSA and LapPLSI fail to outperform TMBP (both TMBP-RW and TMBP-Regu) as well as ATM and NetClus. One reason is that ATM, NetClus and TMBP take into account the heterogeneous information network directly.

For DBLP, our TMBP approach simultaneously clusters all types of objects in different groups by considering both the text information and the heterogeneous information network. As we can see, both TMBP-RW and TMBP-Regu get significantly better performance than baseline PLSA, especially on the types of paper and author. Moreover, they can even achieve better results than the state-of-the-art ATM and NetClus algorithms. This shows that by considering the biased propagation on the heterogeneous information network and integrating with topic modeling, TMBP can have better topic modeling power for clustering objects.

For NSF-Awards, we only show the results for documents as there is no available label information for investigators. In general, we can observe similar results as DBLP. The results of TMBP-Regu and ATM are comparable, which outperform all the other methods. Additionally, the improvement of TMBP-Regu over other methods is more significant on the DBLP corpus than the NSF-Awards corpus. One possi...
Table 2: Object clustering performance of different methods on (a) DBLP and (b) NSF-Awards datasets.

(a) DBLP

<table>
<thead>
<tr>
<th>Object</th>
<th>Paper (%)</th>
<th>Author (%)</th>
<th>Venue (%)</th>
<th>Average (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metric</td>
<td>AC NMI</td>
<td>AC NMI</td>
<td>AC NMI</td>
<td>AC NMI</td>
</tr>
<tr>
<td>NMF</td>
<td>44.55</td>
<td>22.92</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PLSA</td>
<td>59.45</td>
<td>32.75</td>
<td>65.0</td>
<td>37.97</td>
</tr>
<tr>
<td>LapLSI</td>
<td>61.35</td>
<td>33.93</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>LDA</td>
<td>47.00</td>
<td>20.48</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ATM</td>
<td>77.00</td>
<td>52.21</td>
<td>74.13</td>
<td>40.67</td>
</tr>
<tr>
<td>NetClus</td>
<td>65.00</td>
<td>40.96</td>
<td>70.82</td>
<td>47.43</td>
</tr>
<tr>
<td>TMBP-RW</td>
<td>73.10</td>
<td>53.13</td>
<td>82.59</td>
<td>67.76</td>
</tr>
<tr>
<td>TMBP-Regu</td>
<td>79.15</td>
<td>59.16</td>
<td>89.81</td>
<td>74.25</td>
</tr>
</tbody>
</table>

(b) NSF-Awards

<table>
<thead>
<tr>
<th>Object</th>
<th>Doc (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metric</td>
<td>AC NMI</td>
</tr>
<tr>
<td>NMF</td>
<td>45.97</td>
</tr>
<tr>
<td>PLSA</td>
<td>63.00</td>
</tr>
<tr>
<td>LapLSI</td>
<td>63.65</td>
</tr>
<tr>
<td>LDA</td>
<td>65.06</td>
</tr>
<tr>
<td>ATM</td>
<td>65.69</td>
</tr>
<tr>
<td>NetClus</td>
<td>63.51</td>
</tr>
<tr>
<td>TMBP-RW</td>
<td>64.84</td>
</tr>
<tr>
<td>TMBP-Regu</td>
<td>65.15</td>
</tr>
</tbody>
</table>

Table 3: The representative terms generated by PLSA, ATM and TMBP-Regu models. The terms are selected according to the probability $P(w|z)$.

<table>
<thead>
<tr>
<th>Topic 1 (DB)</th>
<th>Topic 2 (DM)</th>
<th>Topic 3 (IR)</th>
<th>Topic 4 (AI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLSA</td>
<td>data</td>
<td>database</td>
<td>systems</td>
</tr>
<tr>
<td>ATM</td>
<td>learning</td>
<td>data</td>
<td>mining</td>
</tr>
<tr>
<td>TMBP-Regu</td>
<td>data</td>
<td>mining</td>
<td>databases</td>
</tr>
</tbody>
</table>

5.3.2 Parameter Analysis

In our method, there are two essential parameters, the biased parameter $\xi$ for TMBP-RW and the regularization parameter $\lambda$ for TMBP-Regu. In this subsection, the effect of parameters $\xi$ and $\lambda$ is studied and evaluated.

Figure 3 shows how the performance of TMBP-RW varies with the biased parameter $\xi$. As mentioned before, the biased parameter is used to control the trade-off between inherent topic distribution and the propagated topic distribution. When $\xi = 1$, it is the baseline PLSA model. We can see that the performance is improved over the baseline when incorporating the random walk on the heterogeneous network with $\xi < 1$. The changes are relatively small in Figure 3 (c) and (d) since the topic propagation is constrained by the limited links. With the decrease of $\xi$, the performance becomes worse, and even worse than the baseline, as the model relies more on the topic consistency while ignoring the intrinsic topic of the documents. We empirically set the biased parameter $\xi = 0.9$ in other experiments.

Figure 4 shows how the performance of TMBP-Regu varies with the regularization parameter $\lambda$. As mentioned in Section 4.2, the parameter $\lambda$ is used to control the trade-off between the data likelihood of the topic modeling and the smoothness of topic distributions over the heterogeneous network. When $\lambda = 0$, the regularization framework boils down to be the baseline PLSA model. When $\lambda > 0$, the regularization framework takes into account the topic consistency between documents and their associated objects. As we can see, the TMBP-Regu is relatively stable with respect to the parameter $\lambda$, and achieves consistent good performance varying from 400 to 4000. We empirically set the biased parameter $\lambda = 1000$ in other experiments.

5.3.3 Topic Modeling Analysis and Case Study

In order to visualize the hidden topics and compare different approaches, we extract topics from the data using PLSA, ATM and TMBP-Regu on DBLP dataset. Since the DBLP subset is a mixture of four areas, it is interesting to see whether the extracted topics could automatically reveal this mixture. The most representative terms generated by PLSA, ATM and TMBP-Regu are shown in Table 3. For the first three topics, although different algorithms select slightly different terms, all these terms can describe the corresponding topic to some extent. For Topic 4 (AI), the top keywords like “learning, based, knowledge” derived from TMBP-Regu is obviously more telling than “knowledge, based, model” derived by ATM and “problem, algorithm, paper” derived by PLSA. Similar subtle differ-
enables can be observed for Topic 2 (DM) as well. Intuitively, TMBP-Regu and ATM select more related terms for each topic than PLSA, which shows the better performance of TMBP-Regu and ATM by considering the heterogeneous information network.

5.3.4 Summary
These experimental results demonstrate the effectiveness of our proposed algorithm, which successfully incorporates the heterogeneous information network into topic modeling. Compared with PLSA, TMBP-RW keeps learned topics the same as PLSA, and propagates topic probabilities biasedly between documents and other objects. In contrast, TMBP-Regu results in refined topic-word distribution, and derives the topic probabilities for all types of objects collaboratively in a unified way, leading to better performance as expected. In comparison with ATM, TMBP-Regu is more flexible to deal with all types of objects including authors, and more straightforward to incorporate additional graph information.

6. RELATED WORK
Many topic models have been proposed and shown to be useful for data analysis. There are two principal approaches, PLSA [13] and LDA [3], which have been successfully applied or extended to many problems, including document clustering and classification [6, 7, 14], information retrieval [26, 30], correlated and dynamic topic models [1, 2], geographical topic discovery [28], author-topic modeling [22, 25], and citation and social network analysis [17, 6, 8, 18]. However, most of these models only consider the textual information while ignore network structures. Recently, several studies, including NetPLSA [17], LapLSI [6], LTM [7] and iTopic-Model [23], have been proposed for combining topic modeling with homogeneous networks, such as citation graph and co-authorship graph, but they cannot deal with heterogeneous information network directly. Although there was some research done to model the relationships between different objects, such as Author-Topic Model [22, 25] and collective topic model [12], these models are designed specifically for academic networks or only consider the relationships indirectly through the content information. Our proposed models differ from them as we directly take into account the general heterogeneous information networks with topic propagation techniques.

Link analysis has been a hot topic for a few years since the advent of two distinct methods, HITS [15] and PageRank [5]. Many techniques have been proposed to improve search results [4, 29] and integrate heterogeneous networks [11, 24]. For example, Sun et al. [24] proposed a ranking-based clustering for heterogeneous information networks. Deng et al. [11] developed a generalized Co-HITS algorithm for bipartite graph analysis. However, their algorithms are based on a simple and unbiased propagation method, and ignore the underlying latent topics associated with the network in most cases.

This work is also related to graph-based semi-supervised learning [33, 31, 21, 32], which usually assumes label smoothness over the graph. These types of graph regularization methods have been successfully applied in many data mining tasks [17, 6, 10]. In [10], the authors developed a graph-based re-ranking model by regularizing the smoothness of relevance scores over the latent graph. NetPLSA [17] and LapLSI [6] explored graph-based regularizers with topic modeling by considering homogeneous networks. Our work is different from theirs, as we focus on heterogeneous information networks and introduce a new biased regularization term, which distinguishes documents with rich text and other objects without explicit text, so as to treat them in a different way.

7. CONCLUSIONS AND FUTURE WORK
We have presented a novel algorithm for topic modeling on text-rich heterogeneous information networks, called Topic Model with Biased Propagation (TMBP). Consequently, we have investigated the biased random walk (TMBP-RW) and biased propagation (TMBP-Regu) frameworks, for incorpo-
rating heterogeneous information network into topic modeling directly. As a result, TMBP can make full use of both rich semantics embedded in heterogeneous networks and rich text of documents, which leads to a significant improvement over the baseline topic models. Moreover, TMBP-Regu performs better than TMBP-RW since topic modeling and heterogeneous network analysis can mutually enhance each other in the biased regularization framework. Experimental results on object clustering and topic modeling show that TMBP-Regu achieves the best performance. In future work, the idea of the biased propagation framework can also be naturally incorporated with other topic modeling algorithms, e.g., Latent Dirichlet Allocation. It would be interesting to investigate the performance of our algorithm by varying the weights of different objects besides documents.
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