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#### Abstract

A probability distribution over $\{0,1\}^{n}$ is $k$-wise independent if its restriction to any $k$ coordinates is uniform. More generally, a discrete distribution $D$ over $\Sigma_{1} \times \cdots \times \Sigma_{n}$ is called (non-uniform) $k$-wise independent if for any subset of $k$ indices $\left\{i_{1}, \ldots, i_{k}\right\}$ and for any $z_{1} \in \Sigma_{i_{1}}, \ldots, z_{k} \in \Sigma_{i_{k}}$, $\operatorname{Pr}_{\boldsymbol{X} \sim D}\left[X_{i_{1}} \cdots X_{i_{k}}=z_{1} \cdots z_{k}\right]=\operatorname{Pr}_{\boldsymbol{X} \sim D}\left[X_{i_{1}}=z_{1}\right] \cdots \operatorname{Pr}_{\boldsymbol{X} \sim D}\left[X_{i_{k}}=z_{k}\right]$. $k$-wise independent distributions look random "locally" to an observer of only $k$ coordinates, even though they may be far from random "globally". Because of this key feature, $k$-wise independent distributions are important concepts in probability, complexity, and algorithm design. In this thesis, we study the problem of testing (non-uniform) $k$-wise independent distributions over product spaces.

For the problem of distinguishing $k$-wise independent distributions supported on the Boolean cube from those that are $\delta$-far in statistical distance from any $k$-wise independent distribution, we upper bound the number of required samples by $\tilde{O}\left(n^{k} / \delta^{2}\right)$ and lower bound it by $\Omega\left(n^{\frac{k-1}{2}} / \delta\right)$ (these bounds hold for constant $k$, and essentially the same bounds hold for general $k$ ). To achieve these bounds, we use novel Fourier analysis techniques to relate a distribution's statistical distance from $k$-wise independence to its biases, a measure of the parity imbalance it induces on a set of variables. The relationships we derive are tighter than previously known, and may be of independent interest.

We then generalize our results to distributions over larger domains. For the uniform case we show an upper bound on the distance between a distribution $D$ from $k$-wise independent distributions in terms of the sum of Fourier coefficients of $D$ at vectors of weight at most $k$. For the non-uniform case, we give a new characterization of distributions being $k$-wise independent and further show that such a characterization is robust based on our results for the uniform case. Our results yield natural testing algorithms for $k$-wise independence with time and sample complexity sublinear in terms of the support size of the distribution when $k$ is a constant. The main technical tools employed include discrete Fourier transform and the theory of linear systems of congruences.
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## Chapter 1

## Introduction

The subject of this thesis is to investigate how many samples from a distribution are required to determine if the distribution is $k$-wise independent or far from being $k$-wise independent. A probability distribution over $\{0,1\}^{n}$ is $k$-wise independent if its restriction to any $k$ coordinates is uniform. Such distributions look random "locally" to an observer of only $k$ coordinates, even though they may be far from random "globally". Because of this key feature, $k$-wise independent distributions are important concepts in probability, complexity, and algorithm design [38, 40, 3, 44, 47]. For many randomized algorithms, it is sufficient to use $k$-wise independent random variables instead of truly random ones which allows efficient derandomization of the algorithms.

Given samples drawn from a distribution, it is natural to ask, how many samples are necessary to tell whether the distribution is $k$-wise independent or far from $k$-wise independent? Here by "far from $k$-wise independent" we mean that the distribution has a large statistical distance ${ }^{1}$ from any $k$-wise independent distribution. An experimenter, for example, who receives data in the form of a vector of $n$ bits might like to know whether every setting of $k$ of those bits is equally likely to occur, or whether some settings of $k$ bits are more likely.

Naive algorithms using standard statistical techniques require $\Omega\left(2^{n}\right)$ samples to test $k$-wise independence. We, however, seek sublinear algorithms, algorithms which sample the distribution

[^0]at most $o\left(2^{n}\right)$ times. In this thesis we investigate algorithms for testing $k$-wise independent distributions over any finite domain with query and time complexity polylogarithmic in the domain size. In fact more generally, our algorithms can test non-uniform $k$-wise independence over any domain. Non-uniform $k$-wise independence ${ }^{2}$ generalizes $k$-wise independence by allowing the marginal distributions to be arbitrary but still requiring that the restriction to any $k$ coordinates gives rise to a product of $k$ independent distributions.

It is interesting to contrast our results with the result of Goldreich and Ron [32] (and a more recent improvement of Paninski [52]) on testing uniformity. Note that a distribution over $\{0,1\}^{n}$ is uniform if and only if it is $n$-wise independent. They show testing uniformity over $\{0,1\}^{n}$ requires $\Theta\left(\sqrt{2^{n}}\right)$ samples.

### 1.1 Property testing and robust characterizations

Property testing. The pursuit of fast algorithms which find "approximately correct" answers to decision problems led to the development of property testing. Property testing has been studied in a much more broader context than testing properties of distributions - in fact, it was first studied for algebraic properties [56] and then generalized to combinatorial properties [31]. Formally, a property $\mathcal{P}$ is a set of distributions (or Boolean functions, polynomials, graphs, etc) which share certain common features or structures. An example of such a property is the set of monotone increasing distributions $\int_{3}^{3}$ over $\{1,2, \ldots, n\}$. We say a distribution $D$ is $\epsilon$-close to $\mathcal{P}$ if one can find another $D^{\prime}$ in $\mathcal{P}$ such that the statistical distance between $D$ and $D^{\prime}$ is at most $\epsilon$ (in other words, $D$ is close to some element in the property). $D$ is said to be $\epsilon$-far from $\mathcal{P}$ if otherwise. A property tester for a property $\mathcal{P}$ is a fast algorithm which, on an input $D$, distinguishes between the case that $D$ satisfies $\mathcal{P}$ (i.e. $D \in \mathcal{P}$ ) from the case that $D$ is $\epsilon$-far from satisfying $\mathcal{P}$. Here, the (small) quantity $\epsilon$, which measures the degree of approximation to the original decision problem, is known as the distance parameter. The algorithm is allowed to err on inputs which are $\epsilon$-close to $\mathcal{P}$ (both answers "YES" and "NO" are acceptable). Because of this flexibility introduced by the distance parameter,

[^1]a property tester can be much faster than the algorithm of the analogous decision problem. In addition to speeding up processing of large data sets, property testing algorithms have important applications in the theory of hardness of approximations. There has been extensive research on property testing and it became one of the major areas in sublinear time algorithms - see the survey articles [30, 54, 42, 23].

Property testing via robust characterizations. Property testing algorithms [56, 31] are often based on robust characterizations of the objects being tested. For instance, a Boolean function $f:\{0,1\}^{n} \rightarrow\{0,1\}$ is said to be linear if there exists $a \in\{0,1\}^{n}$ such that $f\left(x_{1}, \ldots, x_{n}\right)=$ $\sum_{i=1}^{n} a_{i} x_{i}$, where additions are performed modulo 2 . The linearity test introduced in [16] is based on the characterization that a function is linear if and only if the linearity test (which for uniformly and randomly chosen $x$ and $y$ in $\{0,1\}^{n}$, checks if $f(x)+f(y)=f(x+y)$ ) has acceptance probability 1 . Moreover, the characterization is robust in the sense that if the linearity test does not accept for all choices of $x$ and $y$, but only for most of them, then one can show that the function must be very close to some linear function. These robust characterizations often lead to a new understanding of well-studied problems and sheds insight on related problems as well.

A well-known characterization of $k$-wise independent distributions over $\{0,1\}^{n}$ is that all the low level Fourier coefficients of the distributions are zero. Our main results show that this characterization is robust. Furthermore, we prove that a similar robust characterization exists for the most general non-uniform $k$-wise independent distributions over arbitrary finite domains. Such a robust characterization is then used to design efficient testing algorithms for $k$-wise independent distributions. These robust characterizations offer a new understanding of the combinatorial structures underlying (non-uniform) $k$-wise independent distributions and it is hoped more applications of these robust characterizations will be found in the future.

Our results. Our main result is that the property of being a non-uniform $k$-wise independent distribution over any finite domain is testable with query and time complexity polylogarithmic in the domain size. For technical reasons, we break up our results into three parts such that the algorithms test progressively broader class of distributions but also their analysis gets more complicated and
the query and time complexity becomes slightly less efficient:

1. $k$-wise independent distributions over $\{0,1\}^{n}$;
2. $k$-wise independent distributions over any finite domain;
3. non-uniform $k$-wise independent distributions over any finite domain.

To prove a robust characterizations of $k$-wise independence, one needs to show, given a distribution such that all of its low level Fourier coefficients are small, how one can transform the distribution into a $k$-wise independent distribution such that the statistical distance incurred is also small?

For distributions over the Boolean cube, we employ a novel approach which first operates in the Fourier space and then "mends" in the functional space; to generalize the result to larger domains, we follow a previous correction procedure of Alon et al. [5] but with additional new ideas. In particular, we apply classical results in the theory of linear systems of congruences to show orthogonality relations between vectors in commutative rings. Finally, for non-uniform distributions, we introduce so-called "compressing/stretching" factors to transform non-uniform distributions into uniform ones.

We also prove a sample lower bound of $\Omega\left(n^{\frac{k-1}{2}}\right)$ for testing $k$-wise independence over the Boolean cube. This rules out the possibility of polynomial-time testing algorithm when $k=\omega(1)$.

As $k$-wise independence is a relaxation of total independence, $(\epsilon, k)$-wise independence is a further relaxation of $k$-wise independence. A distribution is called $(\epsilon, k)$-wise independent if its restriction to any $k$ coordinates is $\epsilon$-close to uniform. We study the problem of testing $(\epsilon, k)$-wise independence at the end of this thesis.

### 1.2 Related research

Testing properties of distributions. There has been much activity on property testing of distributions. Properties that have been studied include whether a distribution is uniform [32, 52] or is close to another distribution [10, 65, 9], whether a joint distribution is independent [9], the
the distribution has a certain "shape" (e.g., whether the distribution is monotone [11], whether the distribution is unimodal [11] or $k$-modal [25], whether a distribution can be approximated by a piece-wise constant function with at most $k$ pieces [36]), and whether a collection of distributions are close to identical copies of a single distribution [43], as well as estimating the support size of a distribution [53] and the Shannon entropy of a distribution [8, 51, 18, 53, 34, 63, 64]. If we are given the promise that a distribution has certain property, e.g. being monotone, then the task of testing can be significantly easier [55, 1] .

More recently, testing $k$-wise independence and estimating the distance to $k$-wise independence of distributions in the streaming model also attracted considerable attention [37, 19, 20].

It is interesting to compare our results with previous results on testing distribution properties. Let $N=|\mathcal{D}|$ be the domain size of a discrete distribution $D$. In short, we show in this thesis that, for constant $k$ and any finite $\mathcal{D}$, the sample and time complexity of testing (non-uniform) $k$-wise independence over $\mathcal{D}$ is at most polylog $N$. Note that for $k=n$, a distribution is uniform $k$-wise independent if and only if it is the uniform distribution over $\mathcal{D}$. Goldreich and Ron [32] and Paninski [52] show that uniformity is testable with $\sqrt{N}$ samples and running time. Batu et al. [9] study distributions over $A \times B$, where $A$ and $B$ are two finite sets and $|A| \geq|B|$. They show how to test whether the two variables of a distribution are independent with $\tilde{O}\left(|A|^{2 / 3}|B|^{1 / 3}\right)$ samples and time ${ }^{4}$ - note that the domain size of their problem is $N=|A| \cdot|B|$, so their query complexity is at least $\sqrt{N}$. In contrast, our results show that the exponential savings in sample space sizes of $k$-wise independence extends to the domain of property testing: instead of polynomial samples required for testing total independence, testing $k$-wise independence can be done with only polylog $N$ samples and time for constant $k$. This adds yet another merit for $k$-wise independent distributions: they admit more efficient testers than the totally independent distributions.

Constructions of $k$-wise independence. Much research has been devoted to the study of $k$-wise independence, most of which focuses on various constructions of $k$-wise independent random variables and $(\epsilon, k)$-wise independent variables. $k$-wise independent random variables were first

[^2]studied in probability theory [38] and then in complexity theory [22, 3, 44, 45] mainly for derandomization purposes. Alon, Babai and Itai [3] give optimal constructions of $k$-wise independence with seed length $\frac{1}{2} k \log n$. Therefore polynomial-sized sample spaces are only possible for constant $k$. This led Naor and Naor [47] to relax the requirement and introduce the notion of $(\epsilon, k)$-wise independence. They construct a sample space with seed length $O(k+\log \log n+1 / \epsilon)$. Their result was subsequently improved in [47, 4, 7, 29, 14]. Construction results of non-uniform $k$-wise independent distributions were given in [39, 41]. All these constructions and their corresponding testing results $5^{5}$ seem to suggest that the query complexity of testing a class of distributions is related to the minimum support size of these distributions. Our query lower bound result (see Section (4.2) is also consistent with this conjectured connection. $\sqrt{6}$

Generalizing results on Boolean domain to large domains. Our results on larger domains generalize the results of the binary field using tools from Fourier analysis and the theory of linear systems of congruences. Many other techniques have also been developed to generalize results from Boolean domains to arbitrary domains [26, 46, 15]. As is often the case, commutative rings demonstrate different algebraic structures from those of prime fields. For example, the recent improved construction [28] of 3-query locally decodable codes of Yekhanin [66] relies crucially on the construction of set systems of superpolynomial sizes [33] such that the size of each set as well as all the pairwise intersections satisfy certain congruence relations modulo composite numbers (there is a polynomial upper bound when the moduli are primes). Generalizing results in the binary field (or prime fields) to commutative rings often poses new technical challenges and requires additional new ideas. We hope our results may find future applications in generalizing other results from the Boolean domains to general domains.

[^3]
### 1.3 Organization

The rest of the thesis is organized as follows. We first give necessary definitions and preliminary facts in Chapter 2, A brief overview of our main results and techniques is present in Chapter 3. We begin our study of testing $k$-wise independence in Chapter 4 with the simplest case in which the domain is Boolean cube. In Chapter 55, we extend our results to domains of arbitrary sizes and in Chapter 6 we treat the most general case of non-uniform $k$-wise independence. Finally in Chapter 7 we study the problem of testing $(\epsilon, k)$-wise independence. We conclude in Chapter 8 with some open questions.

## Chapter 2

## Preliminaries

Let $n$ and $m$ be two natural numbers with $m>n$. We write $[n]$ for the set $\{1, \ldots, n\}$ and $[n, m]$ for the set $\{n, n+1, \ldots, m\}$. For any integer $1 \leq k \leq n$, we write $\binom{[n]}{k}$ to denote the set of all $k$-subsets of $[n]$. Throughout this thesis, $\Sigma$ always stands for a finite set. Without loss of generality, we assume that $\Sigma=\{0,1, \ldots, q-1\}$, where $q=|\Sigma|$.

Vectors. We use bold letters to denote vectors in $\Sigma^{n}$, for example, $\boldsymbol{a}$ stands for the vector $\left(a_{1}, \ldots, a_{n}\right)$ with $a_{i} \in \Sigma$ being the $i^{\text {th }}$ component of $\boldsymbol{a}$. For two vectors $\boldsymbol{a}$ and $\boldsymbol{b}$ in $\Sigma^{n}$, their inner product is $\boldsymbol{a} \cdot \boldsymbol{b} \stackrel{\text { def }}{=} \sum_{i=1}^{n} a_{i} b_{i}(\bmod q)$. The support of $\boldsymbol{a}$ is the set of indices at which $\boldsymbol{a}$ is non-zero. That is, $\operatorname{supp}(\boldsymbol{a})=\left\{i \in[n]: a_{i} \neq 0\right\}$. The weight of a vector $\boldsymbol{a}$ is the cardinality of its support. Let $1 \leq k \leq n$ be an integer. We use $M(n, k, q) \stackrel{\text { def }}{=}\binom{n}{1}(q-1)+\cdots+\binom{n}{k}(q-1)^{k}$ to denote the total number of non-zero vectors in $\Sigma^{n}$ of weight at most $k$. When $q=2$ (i.e., when the underlying domain is a Boolean cube), we write $M(n, k)$ instead of $M(n, k, 2)$ for simplicity. Note that $M(n, k, q)=\Theta\left(n^{k}(q-1)^{k}\right)$ for $k=O(1)$.

Discrete distributions. We assume that there is an underlying probability distribution $D$ from which we can receive independent, identically distributed (i.i.d) samples. The domain $\Omega$ of every distribution we consider in this thesis will always be finite and in general is of the form $\Omega=$ $\Sigma_{1} \times \cdots \times \Sigma_{n}$, where $\Sigma_{1}, \ldots, \Sigma_{n}$ are finite sets. A point $\boldsymbol{x}$ in $\Omega$ is said to be in the support of a distribution $D$ if $D(\boldsymbol{x})>0$.

Let $D_{1}$ and $D_{2}$ be two distributions over the same domain $\Omega$. The $L_{1}$-distance and $L_{2}$-distance between $D_{1}$ and $D_{2}$ are defined by

$$
\left|D_{1}-D_{2}\right|_{1}=\sum_{x \in \Omega}\left|D_{1}(x)-D_{2}(x)\right|
$$

and

$$
\left|D_{1}-D_{2}\right|_{2}=\sum_{x \in \Omega}\left|\left(D_{1}(x)-D_{2}(x)\right)^{2}\right|
$$

respectively.
The statistical distance between $D_{1}$ and $D_{2}$ is

$$
\Delta\left(D_{1}, D_{2}\right)=\frac{1}{2} \sum_{x \in \Omega}\left|D_{1}(x)-D_{2}(x)\right| .
$$

An alternative definition of statistical distance is

$$
\Delta\left(D_{1}, D_{2}\right)=\max _{S \subseteq \Omega}\left|\operatorname{Pr}\left[D_{1}(S)\right]-\operatorname{Pr}\left[D_{2}(S)\right]\right|
$$

One can check that statistical distance is a metric and in particular satisfies the triangle inequality. We use statistical distance as the main metric to measure closeness between distributions in this thesis. For any $0 \leq \epsilon \leq 1$, one may define a new distribution $D^{\prime}$ as the convex combination of $D_{1}$ and $D_{2}: D^{\prime}=\frac{1}{1+\epsilon} D_{1}+\frac{\epsilon}{1+\epsilon} D_{2}$. It then follows that $\Delta\left(D^{\prime}, D_{1}\right) \leq \frac{\epsilon}{1+\epsilon} \leq \epsilon$. Sometimes we abuse notation and call the non-negative function $\epsilon D_{1}$ a weighted distribution (in particular, a small-weight distribution when $\epsilon$ is small).

Projections. Let $S=\left\{i_{1}, \ldots, i_{k}\right\} \subseteq[n]$ be an index set. Let $\boldsymbol{x}$ be an $n$-dimensional vector. We write $\boldsymbol{x}_{S}$ to denote the $k$-dimensional vector obtained from projecting $\boldsymbol{x}$ to the indices in $S$. Similarly, the projection distribution of a discrete distribution $D$ over $\Sigma^{n}$ with respect to $S$, denoted by $D_{S}$, is the distribution obtained by restricting to the coordinates in $S$. Namely, $D_{S}: \Sigma^{k} \rightarrow[0,1]$ is a distribution such that $D_{S}\left(z_{i_{1}} \cdots z_{i_{k}}\right)=\sum_{\boldsymbol{x}_{S}=\left(z_{i_{1}}, \ldots, z_{i_{k}}\right)} D(\boldsymbol{x})$. For brevity, we sometimes write $D_{S}\left(\boldsymbol{z}_{S}\right)$ for $D_{S}\left(z_{i_{1}} \cdots z_{i_{k}}\right)$.

### 2.1 The $k$-wise independent distributions

Let $D: \Sigma_{1} \times \cdots \times \Sigma_{n} \rightarrow[0,1]$ be a distribution. The following definitions will be used extensively in this thesis.

- We say $D$ is the uniform distribution if for every $\boldsymbol{x} \in \Sigma_{1} \times \cdots \times \Sigma_{n}, \operatorname{Pr}_{\boldsymbol{X} \sim D}[\boldsymbol{X}=\boldsymbol{x}]=\frac{1}{q_{1} \cdots q_{n}}$, where $q_{i}=\left|\Sigma_{i}\right|$.
- We say $D$ is a $k$-wise independent if for any set of $k$ indices $\left\{i_{1}, \ldots, i_{k}\right\}$ and for any $z_{1} \cdots z_{k} \in \Sigma_{i_{1}} \times \cdots \times \Sigma_{i_{k}}, \operatorname{Pr}_{\boldsymbol{X} \sim D}\left[X_{i_{1}} \cdots X_{i_{k}}=z_{1} \cdots z_{k}\right]=\operatorname{Pr}_{\boldsymbol{X} \sim D}\left[X_{i_{1}}=z_{1}\right] \times \cdots \times$ $\operatorname{Pr}_{\boldsymbol{X} \sim D}\left[X_{i_{k}}=z_{k}\right]$.
- We say $D$ is a uniform $k$-wise independent if, in addition to the previous condition, we have $\operatorname{Pr}_{\boldsymbol{X} \sim D}\left[X_{i}=z_{j}\right]=\frac{1}{\left|\Sigma_{i}\right|}$ for every $1 \leq i \leq n$ and every $z_{j} \in \Sigma_{i}$.

Let $\mathcal{D}_{\text {kwi }}$ denote the set of all uniform $k$-wise independent distributions. The distance between $D$ and $\mathcal{D}_{\mathrm{kwi}}$, denoted by $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right)$, is the minimum statistical distance between $D$ and any uniform $k$-wise independent distribution, i.e., $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right) \stackrel{\text { def }}{=} \inf _{D^{\prime} \in \mathcal{D}_{\mathrm{kwi}}} \Delta\left(D, D^{\prime}\right)$.

### 2.2 Discrete Fourier transform

For background on the discrete Fourier transform in computer science, the reader is referred to [61, 62, [24]. Let $f: \Sigma_{1} \times \cdots \times \Sigma_{n} \rightarrow \mathbb{C}$ be any function defined over the discrete product space, we define the Fourier transform of $D$ to be, for every $\boldsymbol{a} \in \Sigma_{1} \times \cdots \times \Sigma_{n}$,

$$
\begin{equation*}
\hat{f}(\boldsymbol{a})=\sum_{\boldsymbol{x} \in \Sigma_{1} \times \cdots \times \Sigma_{n}} f(\boldsymbol{x}) e^{2 \pi i\left(\frac{a_{1} x_{1}}{q_{1}}+\cdots+\frac{a_{n} x_{n}}{q_{n}}\right)} . \tag{2.1}
\end{equation*}
$$

$\hat{f}(\boldsymbol{a})$ is called $f$ 's Fourier coefficient at $\boldsymbol{a}$. If the weight of $\boldsymbol{a}$ is $k$, we then refer to $\hat{f}(\boldsymbol{a})$ as a degree- $k$ or level- $k$ Fourier coefficient.

One can easily verify that the inverse Fourier transform is

$$
\begin{equation*}
f(\boldsymbol{x})=\frac{1}{q_{1} \cdots q_{n}} \sum_{\boldsymbol{a} \in \Sigma_{1} \times \cdots \times \Sigma_{n}} \hat{f}(\boldsymbol{a}) e^{-2 \pi i\left(\frac{a_{1} x_{1}}{q_{1}}+\cdots+\frac{a_{n} x_{n}}{q_{n}}\right)} . \tag{2.2}
\end{equation*}
$$

Note that if $\Sigma_{i}=\Sigma$ for every $1 \leq i \leq n$ (which is the main focus of this thesis), then $\hat{f}(\boldsymbol{a})=$ $\sum_{\boldsymbol{x} \in \Sigma^{n}} f(\boldsymbol{x}) e^{\frac{2 \pi i}{q} \boldsymbol{a} \cdot \boldsymbol{x}}$ and $f(\boldsymbol{x})=\frac{1}{|\Sigma|^{n}} \sum_{\boldsymbol{a} \in \Sigma^{n}} \hat{f}(\boldsymbol{a}) e^{-\frac{2 \pi i}{q} \boldsymbol{a} \cdot \boldsymbol{x}}$.

We will use the following two simple facts about discrete Fourier transform which are straightforward to prove. Note that Fact 2.2.1 is a special case of Fact 2.2.2.

Fact 2.2.1. For any integer $\ell$ which is not congruent to 0 modulo $q, \sum_{j=0}^{q-1} e^{\frac{2 \pi i}{q} \ell j}=0$.
Fact 2.2.2. Let $d, \ell_{0}$ be integers such that $d \mid q$ and $0 \leq \ell_{0} \leq d-1$. Then $\sum_{j=0}^{\frac{q}{d}-1} e^{\frac{2 \pi i}{q}\left(\ell_{0}+d j\right)}=0$.
Proposition 2.2.3. Let $D$ be a distribution over $\Sigma_{1} \times \cdots \times \Sigma_{n}$. Then $D$ is the uniform distribution if and only iffor any non-zero vector $\boldsymbol{a} \in \Sigma_{1} \times \cdots \times \Sigma_{n}, \hat{D}(\boldsymbol{a})=0$.

Proof. First note that $\hat{D}(0)=\sum_{\boldsymbol{x}} D(x)=1$. Therefore, if $\hat{D}(\boldsymbol{a})=0$ for all non-zero $\boldsymbol{a}$, then by the inverse Fourier transform (2.2),

$$
D(\boldsymbol{x})=\frac{1}{q_{1} \cdots q_{n}} \hat{D}(\mathbf{0})=\frac{1}{q_{1} \cdots q_{n}} .
$$

For the converse, let $\boldsymbol{a}$ be any non-zero vector. Without loss of generality, suppose $a_{1} \neq 0$. Since $D(\boldsymbol{x})=\frac{1}{q_{1} \cdots q_{n}}$ for all $\boldsymbol{x}$, we have

$$
\begin{align*}
\hat{D}(\boldsymbol{a}) & =\frac{1}{q_{1} \cdots q_{n}} \sum_{\boldsymbol{x}} e^{2 \pi i\left(\frac{a_{1} x_{1}}{q_{1}}+\cdots+\frac{a_{n} x_{n}}{q_{n}}\right)} \\
& =\frac{1}{q_{1} \cdots q_{n}} \sum_{x_{2}, \ldots, x_{n}} e^{2 \pi i\left(\frac{a_{2} x_{2}}{q_{2}}+\cdots+\frac{a_{n} x_{n}}{q_{n}}\right)} \sum_{x_{1}=0}^{q_{1}-1} e^{\frac{2 \pi i}{q_{1}} a_{1} x_{1}} \\
& =0 . \tag{byFact2.2.1}
\end{align*}
$$

By applying Proposition 2.2.3 to distributions obtained from restricting $D$ to any $k$ indices and observing the fact that, by the definition of Fourier transform, $\hat{D}(\boldsymbol{a})=\hat{D}_{S}(\boldsymbol{a})$ when $\operatorname{supp}(\boldsymbol{a}) \subseteq S$, we have the following characterization of $k$-wise independent distributions over product spaces, which is the basis of all the testing algorithms in this thesis.

Theorem 2.2.4. A distribution $D$ over $\Sigma_{1} \times \cdots \times \Sigma_{n}$ is $k$-wise independent if and only if for all non-zero vectors $\boldsymbol{a}$ of weight at most $k, \hat{D}(\boldsymbol{a})=0$.

We are going to use the following notation extensively in this thesis.

Definition 2.2.5. Let $D$ be a distribution over $\Sigma^{n}$. For every $\boldsymbol{a} \in \Sigma^{n}$ and every $0 \leq j \leq q-1$, let $P_{a, j}^{D} \stackrel{\text { def }}{=} \operatorname{Pr}_{\boldsymbol{X} \sim D}[\boldsymbol{a} \cdot \boldsymbol{X} \equiv j(\bmod q)]$. When the distribution $D$ is clear from the context, we often omit the superscript $D$ and simply write $P_{a, j}$.

The Fourier transform (2.1) can be rewritten as

$$
\begin{equation*}
\hat{D}(\boldsymbol{a})=\sum_{j=0}^{q-1} \operatorname{Pr}_{\boldsymbol{X} \sim D}[\boldsymbol{a} \cdot \boldsymbol{X} \equiv j(\bmod \mathrm{q})] e^{\frac{2 \pi i}{q} j}=\sum_{j=0}^{q-1} P_{\boldsymbol{a}, j} e^{\frac{2 \pi i}{q} j} \tag{2.3}
\end{equation*}
$$

For any non-zero vector $\boldsymbol{a} \in \Sigma^{n}$ and any integer $0 \leq j \leq q-1$, let $S_{\boldsymbol{a}, j} \stackrel{\text { def }}{=}\left\{\boldsymbol{x} \in \Sigma^{n}: \sum_{i=1}^{n} a_{i} x_{i} \equiv\right.$ $j(\bmod q)\}$. Finally we write $U_{\boldsymbol{a}, j}$ for the uniform distribution over $S_{\boldsymbol{a}, j}$.

### 2.2.1 Fourier transform over the Boolean cube

Fourier analysis over the Boolean cube has attracted much attention recently, see e.g. [50]. Most of the previous work applies Fourier analysis to study various properties of Boolean functions, where the range space of the functions is $\{0,1\}$. However, in this thesis we will use Fourier analysis to treat distributions, where the range space of the functions is the interval $[0,1]$. In the following we briefly review some results useful for testing $k$-wise independent distributions over the Boolean cube.

The set of functions $f:\{0,1\}^{n} \rightarrow \mathbb{R}$ is a vector space of dimension $2^{n}$ in which the inner product between two elements $f$ and $g$ is defined as $\langle f, g\rangle=\frac{1}{2^{n}} \sum_{x \in\{0,1\}^{n}} f(x) g(x)$. For each $S \subseteq[n]$, define the character $\chi_{S}:\{0,1\}^{n} \rightarrow\{-1,1\}$ as $\chi_{S}(x)=(-1)^{\sum_{i \in S} x_{i}}$. The set of $2^{n}$ functions, $\left\{\chi_{S}: S \subseteq[n]\right\}$, forms an orthonormal basis for the vector space. This implies that any function $f:\{0,1\}^{n} \rightarrow \mathbb{R}$ can be expanded uniquely as $f(x)=\sum_{S \subseteq[n]} \hat{f}(S) \chi_{S}(x)$, where $\hat{f}(S)=\left\langle f, \chi_{S}(x)\right\rangle$ is the Fourier coefficient of $f$ over set $S$. The $p$-norm ${ }^{1}$ of $f$ is $\|f\|_{p}=$

[^4]$\left(\frac{1}{2^{n}} \sum_{x \in\{0,1\}^{n}}|f(x)|^{p}\right)^{1 / p}$. Parseval's equality, $\|f\|_{2}^{2}=\sum_{S \subseteq[n]} \hat{f}(S)^{2}$, follows directly from the orthonormality of the basis.

For two functions $f, g:\{0,1\}^{n} \rightarrow \mathbb{R}$, their convolution is defined as

$$
(f * g)(x) \triangleq \frac{1}{2^{n}} \sum_{y \in\{0,1\}^{n}} f(y) g(x-y)
$$

It is easy to show that $\widehat{f g}=\hat{f} \hat{\star} \hat{g}$ and $\widehat{f * g}=\hat{f} \hat{g}$ for any $f, g:\{0,1\}^{n} \rightarrow \mathbb{R}$. It is also easy to show that $\|f * g\|_{\infty} \leq\|f\|_{\infty}\|g\|_{1}$, which is a simple special case of Young's convolution inequality.

A powerful tool in Fourier analysis over $\{0,1\}^{n}$ is the hyper-contractive estimate due independently to Beckner [12] and Bonami [17]. The following is a form proved in [17]:

Theorem 2.2.6. Let $f:\{0,1\}^{n} \rightarrow \mathbb{R}$ be a function that is a linear combination of $\left\{\chi_{T}:|T| \leq k\right\}$. Then for any even $p>2,\|f\|_{p} \leq(\sqrt{p-1})^{k}\|f\|_{2}$.

## Chapter 3

## The Generic Testing Algorithm and Overview of the Main Results

In this chapter we give an overview of our main results and techniques. We begin with providing a formal definition of the problem of testing $k$-wise independence in Section 3.1. We then outline a generic algorithm for testing $k$-wise independence in Section 3.2, which translates each robust characterization into a corresponding testing algorithm. Finally we discuss the main results and techniques of this thesis in Section 3.3 .

### 3.1 Problem statement

The formal definition of testing algorithms for $k$-wise independent distributions is given below. The complexity of a testing algorithm is measured both in terms of the number of samples required (sample complexity), and the computational time required to run the algorithm (time complexity).

Definition 3.1.1 (Testing $k$-wise independence). Let $0<\epsilon, \delta<1$, and let $D$ be a distribution over $\Sigma^{n}$, where $\Sigma$ is a finite set. We say that an algorithm tests $k$-wise independence if, given access to a set $Q \subset \Sigma^{n}$ of samples drawn independently from $D$, it outputs:

1. "Yes" if $D$ is a $k$-wise independent distribution;
2. "No" if the statistical distance of $D$ to any $k$-wise independent distribution is at least $\delta$.

The tester may fail to give the right answer with probability at most $1 / 3$. We call $|Q|$ the query complexity of the algorithm, and the total time to run the testing algorithm (assuming each sampling takes unit time) the time complexity of the algorithm.

We build our main results in three stages: in the first stage, we study distributions over the Boolean cube [2]; in the second stage, we generalize our results to product spaces over arbitrary finite domains [57] and in the final stage we treat the case of non-uniform distributions [57]. Result of each stage is more general than the previous one; however, the price is that the testing algorithm is also slightly less efficient.

### 3.2 A generic testing algorithm

We begin by giving a unified overview of the testing algorithms in this thesis. As is the case for many property testing results, the testing algorithms are relative simple while the analysis of the algorithms is usually much harder.

Let $\Sigma=\{0,1, \ldots, q-1\}$ be the alphabe $1^{1}$ and let $D: \Sigma^{n} \rightarrow[0,1]$ be the distribution to be tested. For any vector $\boldsymbol{a} \in \Sigma^{n}$, the Fourier coefficient of distribution $D$ at $\boldsymbol{a}$ is $\hat{D}(\boldsymbol{a})=$ $\sum_{\boldsymbol{x} \in \Sigma^{n}} D(\boldsymbol{x}) e^{\frac{2 \pi i}{q} \sum_{j=1}^{n} a_{j} x_{j}}=\mathbf{E}_{\boldsymbol{X} \sim D}\left[e^{\frac{2 \pi i}{q} \sum_{j=1}^{n} a_{j} X_{j}}\right]$. The weight of $\boldsymbol{a}$ is the number of non-zero entries in $\boldsymbol{a}$. It is a folklore fact that a distribution $D$ is uniform $k$-wise independent if and only if for all non-zero vectors $\boldsymbol{a}$ of weight at most $k, \hat{D}(\boldsymbol{a})=0$. A natural test for $k$-wise independence is thus the Generic Algorithm described in Fig. 3-1. We provide a detailed analysis of the query and time complexities of the Generic Algorithm in Section 3.5 at the end of this chapter.

However, in order to prove that the Generic Algorithm works, one needs to show that the simple characterization of $k$-wise independence is robust. Here, robustness means that for any distribution $D$ if all its Fourier coefficients at vectors of weight at most $k$ are at most $\delta$ (in magnitude), then $D$ is $\epsilon(\delta)$-close to some uniform $k$-wise independent distribution, where the closeness parameter $\epsilon$ is
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## Generic Algorithm for Testing Uniform $k$-wise Independence

1. Sample $D$ independently $M$ times
2. Use these samples to estimate all the Fourier coefficients of weight at most $k$
3. Accept if the magnitudes of all the estimated Fourier coefficients are at most $\delta$

Figure 3-1: A Generic Algorithm for testing uniform $k$-wise independence.
in general a function of the error parameter $\delta$, domain size and $k$. Consequently, the query and time complexity of the Generic Algorithm will depend on the underlying distance upper bound between $D$ and $k$-wise independence.

### 3.3 Our main results

We next discuss our three progressively more general testing results.

### 3.3.1 Binary domains

We first study the problem of testing $k$-wise independence over the Boolean cube $\{0,1\}^{n}$. To state our main results, we need the notion of a bias over a set $T$ which is a measure of the parity imbalance of the distribution over the set $T$ of variables:

Definition 3.3.1. For a distribution $D$ over $\{0,1\}^{n}$, the bias of $D$ over a non-empty set $T \subseteq[n]$ is defined as $\operatorname{bias}_{D}(T) \triangleq \operatorname{Pr}_{x \leftarrow D}\left[\oplus_{i \in T} x_{i}=0\right]-\operatorname{Pr}_{x \leftarrow D}\left[\oplus_{i \in T} x_{i}=1\right]$. We say $\operatorname{bias}_{D}(T)$ is an $l$-th level bias if $|T|=l$.

Note that the bias over $T$ are intimately related to the Fourier coefficient at $T$ - it is easy to check that for any subset $T, \hat{D}(T)=\frac{\operatorname{bias}_{D}(T)}{2^{n}}$.

Let $\mathcal{D}_{\text {kwi }}$ denote the set of $k$-wise independent distributions over $\{0,1\}^{n}$ and $\Delta\left(D, \mathcal{D}_{\text {kwi }}\right)$ denote the statistical distance between distribution $D$ and $k$-wise independence. We first give a new upper bound on $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right)$ in terms of the biases of $D$. The previous result of Alon, Goldreich and

Mansour [5] is

$$
\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right) \leq \sum_{|S| \leq k}\left|\operatorname{bias}_{D}(S)\right|
$$

and consequently it implies a testing algorithm with query and time complexity $O\left(n^{2 k} / \delta^{2}\right)$.

Theorem 3.3.2 (Upper Bound on Distance). The distance between a distribution $D$ and $k$-wise independence can be upper bounded by

$$
\Delta\left(D, \mathcal{D}_{k w i}\right) \leq O\left((\log n)^{k / 2} \sqrt{\sum_{|S| \leq k} \operatorname{bias}_{D}(S)^{2}}\right)
$$

Consequently,

$$
\Delta\left(D, \mathcal{D}_{k w i}\right) \leq O\left((n \log n)^{k / 2}\right) \max _{|S| \leq k}\left|\operatorname{bias}_{D}(S)\right|
$$

One can show that such an upper bound implies a testing algorithm for $k$-wise independence with query complexity $\tilde{O}\left(n^{k} / \delta^{2}\right)$.

Our next main result, a lower bound on the query complexity of any testing algorithm for $k$-wise independence, shows that our upper bound is at most quadratically from optimal.

Theorem 3.3.3 (Sample Lower Bound). For $k>2$ and $\delta=o(1 / n)$, testing $k$-wise independence requires at least $|Q|=\Omega\left(\frac{1}{\delta} \cdot\left(\frac{n}{k}\right)^{\frac{k-1}{2}}\right)$ samples from the distribution.

Note that our lower bound result rules out the possibility of polynomial time testing algorithms for $k=\omega(1)$.

### 3.3.2 Larger domains

To generalize the results on binary domains to larger domains, one needs to overcome several technical difficulties. Our main result is the following robust characterization of uniform $k$-wise independence.

Theorem 3.3.4. Let $\Sigma=\{0,1, \ldots, q-1\}$ and $D$ be a distribution over $\Sigma^{n}$. Let $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right)$ denote
the distance between $D$ and the set of (uniform) $k$-wise independent distributions over $\Sigma^{n}$, then

$$
\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right) \leq \sum_{0<\mathrm{wt}(\boldsymbol{a}) \leq k}|\hat{D}(\boldsymbol{a})| .
$$

As it turns out, the sample complexity of our testing algorithm is $\tilde{O}\left(\frac{n^{2 k}(q-1)^{2 k} q^{2}}{\epsilon^{2}}\right)$ and the time complexity is $\tilde{O}\left(\frac{n^{3 k}(q-1)^{3 k} q^{2}}{\epsilon^{2}}\right)$, which are both sublinear when $k=O(1)$ and $q \leq \operatorname{poly}(n)$. We further generalize this result to uniform $k$-wise independent distributions over product spaces, i.e., distributions over $\Sigma_{1} \times \cdots \times \Sigma_{n}$, where $\Sigma_{1}, \ldots, \Sigma_{n}$ are (different) finite sets.

### 3.3.3 Non-uniform $k$-wise independence

We further generalize the results for larger domains to testing non-uniform $k$-wise independence. Our main result is the following robust characterization of non-uniform $k$-wise independent distributions over $\Sigma^{n}$.

Theorem 3.3.5. Let $\Sigma=\{0,1, \ldots, q-1\}$ and $D$ be a distribution over $\Sigma^{n}$, then

$$
\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right) \leq \operatorname{poly}(n, q) \max _{\boldsymbol{a}: 0<\mathrm{wt}(\boldsymbol{a}) \leq k}\left|\hat{D}^{\mathrm{non}}(\boldsymbol{a})\right|
$$

where the exponent in $\operatorname{poly}(n, q)$ is a function of $k$ only and $\left\{\hat{D}^{\mathrm{non}}(\boldsymbol{a})\right\}_{\boldsymbol{a} \in \Sigma^{n}}$ are a set of nonuniform Fourier coefficients to be defined later (see Section 6.1 for details).

As we show in Sections 6.4 and 6.5 , if all the marginal probabilities $\operatorname{Pr}_{\boldsymbol{X} \sim D}\left[X_{i}=z\right], 1 \leq$ $i \leq n$ and $z \in \Sigma$, are bounded away from both zero and one, then Theorem 3.3.5 also implies a testing algorithm for non-uniform $k$-wise independence whose sample and time complexity are polynomial in $n$ and $q$ when $k$ is a constant.

We remark that our result on non-uniform $k$-wise independent distributions also generalizes to distributions over product spaces.

To the best of our knowledge, there is no lower bound result for testing $k$-wise independence over general domains except the one shown in Section 4.2 which works for the binary field case. It will be interesting to get good lower bounds for general domains as well.

### 3.3.4 Almost $k$-wise independence

A related problem, namely testing almost $k$-wise independence (see Section 7.1 for relevant definitions), admits a simple testing algorithm and a straightforward analysis. We include these results in Chapter 7 for completeness.

### 3.4 Techniques

In this section we discuss the technical contributions of our work. For most parts of the thesis, we are dealing with the following question: Given a distribution $D$ which is close to $k$-wise independence, how to find a sequence of operations which transform $D$ into $k$-wise independent and incur as small statistical difference as possible?

### 3.4.1 Previous techniques

Given a distribution $D$ over the binary field which is not $k$-wise independent, a $k$-wise independent distribution was constructed in [5] by mixing ${ }^{2}$ D with a series of carefully chosen distributions in order to zero-out all the Fourier coefficients over subsets of size at most $k$. The total weight of the distributions used for mixing is an upper bound on the distance of $D$ from $k$-wise independence. The distributions used for mixing are indexed by subsets $S \subset\{1,2, \ldots, n\}$ of size at most $k$. For a given such subset $S$, the added distribution $U_{S}$ is picked such that, on the one hand it corrects the Fourier coefficient over $S$; on the other hand, $U_{S}$ 's Fourier coefficient over any other subset is zero. Using the orthogonality property of Hadamard matrices, one chooses $U_{S}$ to be the uniform distribution over all strings whose parity over $S$ is 1 (or -1 , depending on the sign of the distribution's bias over $S$ ). Although one can generalize it to work for prime fields, this construction breaks down when the alphabet size is a composite number.
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### 3.4.2 Techniques for the binary domain case

Our upper and lower bounds on $\Delta\left(D, \mathcal{D}_{\text {kwi }}\right)$, together with the proof techniques, may be of independent interest when interpreted as Fourier-analytic inequalities for bounded functions on the hypercube. The harmonic analysis of such functions has been considered in the Computer Science literature, e.g., in [27]. The connection to Fourier analysis comes from the basic fact that the biases of a distribution $D$ are equal to $D$ 's Fourier coefficients (up to a normalization factor).

Bounds on $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right)$ may be viewed as part of the following general question: fix a family $F$ of functions on the hypercube and a subfamily $H \subset F$ of functions defined via a restriction on their Fourier coefficients. Then, for function $f \in F$, what is the $\ell_{1}$ distance from $f$ to its projection in $H$, i.e., $\left.\ell_{1}(f, H) \cdot\right]^{3}$ In our case $F$ is the set of all functions mapping to $[0,1]$ and sum up to 1 (i.e., distributions), and $H$ (i.e., $k$-wise independent distributions) further requires that the functions have all Fourier coefficients over non-empty subsets of size at most $k$ to be zero. Then, for example, Parseval's equality gives the following bound on the $\ell_{2}$-norm: $\ell_{2}(f, H) \geq\left\|f_{\leq k}\right\|_{2}$ where $f_{\leq k}(x) \triangleq$ $\sum_{0<|S| \leq k} \hat{f}_{S} \chi_{S}(x)$ is the truncation of $f$ to the low-level Fourier spectrum. If the functions were not restricted to mapping to $[0,1]$, then the lower bound is attainable thus making the inequality an equality. However, the constraint that the functions under consideration are distributions makes the problem much harder. Unfortunately, such a bound implies only very weak bounds for the $\ell_{1}$-norm.

In contrast, our upper bound on $\Delta\left(D, \mathcal{D}_{\text {kwi }}\right)$ says that $\ell_{1}(f, H) \leq\left\|f_{\leq k}\right\|_{2} \cdot O\left(\log ^{k / 2} n\right)$. To prove such an inequality, we proceed as follows. Given a distribution $D=f$, we approximate $D$ using a function $D_{1}$, obtained by forcing all of $D$ 's first $k$-level Fourier coefficients to zero while keeping all others unchanged. Although $D_{1}$ is not necessarily a probability distribution (it may map some inputs to negative values), we show how to turn it back into a $k$-wise independent distribution by "mending" it with a series of carefully chosen, small weight, $k$-wise independent distributions in order to make all the values of $D$ non-negative. By a deep result in Fourier analysis, the Bonami-Beckner inequality, we bound the distance incurred by the "mending" process. Thus, we are able to bound the total $\ell_{1}$ distance of $D$ to $k$-wise independence by the distance from $D$ to

[^7]$D_{1}$ plus the "mending" cost.
Furthermore, our lower bound technique (employed by the Random Distribution Lemma) implies that $\ell_{1}(f, H) \geq \frac{\left\|f_{\leq k}\right\|_{2}}{\left\|f_{\leq k}\right\|_{\infty}}$, which is already useful when we take $f$ to be a uniform function on a randomly chosen support. This inequality follows by taking the convolution of $D=f$ with an auxiliary function and then applying Young's convolution inequality to lower bound the $\ell_{1}$-norm of $D-D^{\prime}$, where $D^{\prime}$ is the $k$-wise independent distribution closest to $D$.

### 3.4.3 Techniques for the large domain case

The upper bound approach for the binary case does not admit a direct generalization to the nonbinary cases because, for larger domains, the pseudo-distributions are in general complex-valued. Nevertheless, one may use the generalized Fourier expansion of real-valued functions to overcome this difficulty $4_{4}^{4}$ We present this simple approach in Section 5.1. However, there are several drawback of this technique. First, the bound obtained from this method is weaker than our main results for the uniform case which we discuss shortly. Second and more importantly, the proof is "nonconstructive" in the sense that we do not know exactly what distributions should we mix with the input distribution to make it $k$-wise independent. This drawback makes it hard to generalize the approach to handle the non-uniform case. In contrast, our results on non-uniform $k$-wise independence relies crucially on the fact that the correction procedure for the uniform case is explicit and all the distributions used for mixing have some special structure (that is, they are uniform over all but at most $k$ coordinates in the domain).

Our main results on uniform $k$-wise independent distributions extend the framework in [5]. As noted before, the key property used to mend a distribution into $k$-wise independent is the orthogonality relation between any pair of vectors. We first observe that all prime fields also enjoy this nice feature after some slight modifications. More specifically, for any two non-zero vectors $\boldsymbol{a}$ and $\boldsymbol{b}$ in $\mathbb{Z}_{p}^{n}$ that are linearly independent, the set of strings with $\sum_{i=1}^{n} a_{i} x_{i} \equiv j(\bmod \mathrm{p})$ are uniformly distributed over the sets $S_{\boldsymbol{b}, \ell} \xlongequal{\text { def }}\left\{\boldsymbol{x}: \sum_{i=1}^{n} b_{i} x_{i} \equiv \ell(\bmod p)\right\}$ for every $0 \leq \ell \leq p-1$. We call this the strong orthogonality between vectors $\boldsymbol{a}$ and $\boldsymbol{b}$. The case when $q=|\Sigma|$ is not a prime is

[^8]less straightforward. The main difficulty is that the strong orthogonality between pairs of vectors no longer holds, even when they are linearly independent ${ }^{5}$.

Suppose we wish to use some distribution $U_{\boldsymbol{a}}$ to correct the bias over $\boldsymbol{a}$. A simple but important observation is that we only need that $U_{\boldsymbol{a}}$ 's Fourier coefficient at $\boldsymbol{b}$ to be zero, which is a much weaker requirement than the property of being strongly orthogonal between $\boldsymbol{a}$ and $\boldsymbol{b}$. Using a classical result in linear systems of congruences due to Smith [60], we are able to show that when $\boldsymbol{a}$ satisfies $\operatorname{gcd}\left(a_{1}, \ldots, a_{n}\right)=1$ and $\boldsymbol{b}$ is not a multiple of $\boldsymbol{a}$, the set of strings with $\sum_{i=1}^{n} a_{i} x_{i} \equiv$ $j(\bmod q)$ are uniformly distributed over $S_{\boldsymbol{b}, \ell}$ for $\ell$ 's that lie in a subgroup of $\mathbb{Z}_{q}$ (compared with the uniform distribution over the whole group $\mathbb{Z}_{p}$ for the prime field case). We refer to this as the weak orthogonality between vectors $\boldsymbol{a}$ and $\boldsymbol{b}$. To zero-out the Fourier coefficient at $\boldsymbol{a}$, we instead bundle the Fourier coefficient at $\boldsymbol{a}$ with the Fourier coefficients at $\ell \boldsymbol{a}$ for every $\ell=2, \ldots, q-1$, and think of them as the Fourier coefficients of some function over the one-dimensional space $\mathbb{Z}_{q}$. This allows us to upper bound the total weight required to simultaneously correct all the Fourier coefficients at $\boldsymbol{a}$ and its multiples using only $U_{\boldsymbol{a}}$. We also generalize the result to product spaces $\Omega=\Sigma_{1} \times \cdots \times \Sigma_{n}$, which in general have different alphabets at different coordinates.

### 3.4.4 Techniques for non-uniform distributions

One possible way of extending the upper bounds of the uniform case to the non-uniform case would be to map non-uniform probabilities to uniform probabilities over a larger domain. For example, consider when $q=2$ a distribution $D$ with $\operatorname{Pr}_{D}\left[x_{i}=0\right]=0.501$ and $\operatorname{Pr}_{D}\left[x_{i}=1\right]=0.499$. We could map $x_{i}=0$ and $x_{i}=1$ uniformly to $\{1, \ldots, 501\}$ and $\{502, \ldots, 1000\}$, respectively and test if the transformed distribution $D^{\prime}$ over $\{1, \ldots, 1000\}$ is $k$-wise independent. Unfortunately, this approach produces a huge overhead on the distance upper bound, due to the fact that the alphabet size (and hence the distance bound) blowup depends on the closeness of marginal probabilities over different letters in the alphabet. However, in the previous example we should expect that $D$ behaves very much like the uniform case rather than with an additional factor of 1000 blowup in the alphabet size.

[^9]Instead we take the following approach. Consider a compressing/stretching factor for each marginal probability $\operatorname{Pr}_{D}\left[x_{i}=z\right]$, where $z \in \Sigma$ and $1 \leq i \leq n$. Specifically, let $\theta_{i}(z) \xlongequal{\text { def }} \frac{1}{q \operatorname{Pr}\left[x_{D}=z\right]}$ so that $\theta_{i}(z) \operatorname{Pr}_{D}\left[x_{i}=z\right]=\frac{1}{q}$, the probability that $x_{i}=z$ in the uniform distribution. If we multiply $D(\boldsymbol{x})$ for each $\boldsymbol{x}$ in the domain by a product of $n$ such factors, one for each coordinate, the non-uniform $k$-wise independent distribution will be transformed into a uniform one. The hope is that distributions close to non-uniform $k$-wise independent will also be transformed into distributions that are close to uniform $k$-wise independent. However, this could give rise to exponentially large distribution weight at some points in the domain, making the task of estimating the relevant Fourier coefficients intractable. Intuitively, for testing $k$-wise independence purposes, all we need to know are the "local" weight distributions. To be more specific, for a vector $\boldsymbol{a} \in \Sigma^{n}$, the support set or simply support of $\boldsymbol{a}$ is $\operatorname{supp}(\boldsymbol{a}) \stackrel{\text { def }}{=}\left\{i \in[n]: a_{i} \neq 0\right\}$. For every non-zero vector $\boldsymbol{a}$ of weight at most $k$, we define a new non-uniform Fourier coefficient at $\boldsymbol{a}$ in the following steps:

1. Project $D$ to $\operatorname{supp}(\boldsymbol{a})$ to get $D_{\operatorname{supp}(\boldsymbol{a})}$;
2. For every point in the support of $D_{\operatorname{supp}(\boldsymbol{a})}$, multiply the marginal probability by the product of a sequence of compressing/stretching factors, one for each coordinate in $\operatorname{supp}(\boldsymbol{a})$. Denote this transformed distribution by $D_{\operatorname{supp}(\boldsymbol{a})}^{\prime}$;
3. Define the non-uniform Fourier coefficient of $D$ at $\boldsymbol{a}$ to be the (uniform) Fourier coefficient of $D_{\operatorname{supp}(\boldsymbol{a})}^{\prime}$ at $\boldsymbol{a}$.

We then show a new characterization that $D$ is non-uniform $k$-wise independent if and only if all the first $k$ levels non-zero non-uniform Fourier coefficients of $D$ are zero. This enables us to apply the Fourier coefficient correcting approach developed for the uniform case to the nonuniform case. Loosely speaking, for any vector $\boldsymbol{a}$, we can find a (small-weight) distribution $\mathscr{W}_{\boldsymbol{a}}$ such that mixing $D_{\operatorname{supp}(a)}^{\prime}$ with $\mathscr{W}_{\boldsymbol{a}}$ zeroes-out the (uniform) Fourier coefficient at $\boldsymbol{a}$, which is, by definition, the non-uniform Fourier coefficient of $D$ at $\boldsymbol{a}$. But this $\mathscr{W}_{a}$ is the distribution to mix with the "transformed" distribution, i.e., $D_{\operatorname{supp}(a)}^{\prime}$. To determine the distribution works for $D$, we apply an inverse compressing/stretching transformation to $\mathscr{W}_{a}$ to get $\tilde{\mathscr{W}}_{a}$. It turns out that mixing $\tilde{\mathscr{W}}_{a}$ with the original distribution $D$ not only corrects $D$ 's non-uniform Fourier coefficient at $\boldsymbol{a}$
but also does not increase $D$ 's non-uniform Fourier coefficients at any other vectors except those vectors whose supports are strictly contained in $\operatorname{supp}(\boldsymbol{a})$. Moreover, transforming from $\mathscr{W}_{a}$ to $\tilde{\mathscr{W}}_{a}$ incurs at most a constant (independent of $n$ ) blowup in the total weight. Therefore we can start from vectors of weight $k$ and correct the non-uniform Fourier coefficients from level $k$ to lower levels. This process terminates after we finish correcting all vectors of weight 1 and thus obtain a $k$ wise independent distribution. Bounding the total weight added during this process gives an upper bound on the distance between $D$ and non-uniform $k$-wise independence. We hope that the notion of non-uniform Fourier coefficients may find other applications when non-uniform independence is involved.

### 3.5 Query and time complexity analysis of the generic testing algorithm

We now provide a detailed analysis of the query and time complexity analysis of the generic testing algorithm as shown in Fig. 3-1. The main technical tool is the following standard Chernoff bound.

Theorem 3.5.1 (Chernoff Bound). Let $X_{1}, \ldots, X_{m}$ be i.i.d. $0-1$ random variables with $\mathbf{E}\left[X_{i}\right]=\mu$. Let $\bar{\mu}=\frac{1}{m} \sum_{i=1}^{m} X_{i}$. Then for all $\gamma, 0<\gamma<1$, we have $\operatorname{Pr}[|\bar{\mu}-\mu| \geq \gamma \mu] \leq 2 \cdot e^{-\frac{\gamma^{2} \mu_{m}}{3}}$.

Theorem 3.5.2. Let $D$ be a distribution over $\Sigma^{n}$ where $|\Sigma|=q$ and $A$ be a subset of vectors in $\Sigma^{n}$. Suppose the distance between $D$ and the set of $k$-wise independent distributions satisfies the following conditions:

- (completeness) For any $0 \leq \delta \leq 1$, if $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right) \leq \delta$, then $|\hat{D}(\boldsymbol{a})| \leq \kappa \delta$ for every $\boldsymbol{a}$ in $A$;
- (soundness) $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right) \leq K \max _{\boldsymbol{a} \in A}|\hat{D}(\boldsymbol{a})|$, where $K$ is a function of $n, k$, $q$ and $A$.

Then for any $0<\epsilon \leq 1$, the generic testing algorithm draws ${ }^{6} m=O\left(\frac{q^{2} K^{2}}{\epsilon^{2}} \log (q|A|)\right)$ independent samples from $D$ and runs in time $O\left(\frac{q^{2} K^{2}|A|}{\epsilon^{2}} \log (q|A|)\right)$ and satisfies the followings: If

[^10]$\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right) \leq \frac{\epsilon}{3 \kappa K}$, then with probability at least $2 / 3$, it outputs "Accept"; if $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right)>\epsilon$, then with probability at least $2 / 3$, it outputs "Reject".

Proof. The algorithm is to sample $D$ independently $m$ times and use these samples to estimate, for each $\boldsymbol{a} \in A$, the Fourier coefficient of $D$ at $\boldsymbol{a}$. Then if $\max _{\boldsymbol{a} \in A}|\hat{D}(\boldsymbol{a})| \leq \frac{2 \epsilon}{3 K}$, the algorithm accepts $D$; otherwise it rejects $D$. The running time bound follows from the fact that we need to estimate $|A|$ Fourier coefficients using $m$ samples.

For every $\boldsymbol{a} \in A$ and $0 \leq j \leq q-1$, define a 0 -1 indicator variable $I_{a, j}(\boldsymbol{x})$, where $\boldsymbol{x} \in \Sigma^{n}$, which is 1 if $\boldsymbol{a} \cdot \boldsymbol{x} \equiv j(\operatorname{modq})$ and 0 otherwise. Clearly $\bar{I}_{\boldsymbol{a}, j} \stackrel{\text { def }}{=} \mathbf{E}\left[I_{\boldsymbol{a}, j}\right]=P_{\boldsymbol{a}, j}$. Let $\bar{P}_{\boldsymbol{a}, j}=$ $\frac{1}{m} \sum_{x \in Q} I_{a, j}(\boldsymbol{x})$; that is, $\bar{P}_{\boldsymbol{a}, j}$ is the empirical estimate of $P_{a, j}$. Since $P_{a, j} \leq 1$, by Chernoff bound, $\operatorname{Pr}\left[\left|\bar{P}_{\boldsymbol{a}, j}-P_{\boldsymbol{a}, j}\right|>\frac{\epsilon}{3 q K}\right]<\frac{2}{3 q|A|}$. By union bound, with probability at least $2 / 3$, for every vector $\boldsymbol{a}$ in $A$ and every $0 \leq j<q,\left|\bar{P}_{\boldsymbol{a}, j}-P_{\boldsymbol{a}, j}\right| \leq \frac{\epsilon}{3 q K}$.

The following fact provides an upper bound of the error in estimating the Fourier coefficient at $\boldsymbol{a}$ in terms of the errors from estimating $P_{a, j}$.

Fact 3.5.3. Let $f, g:\{0, \ldots, q-1\} \rightarrow \mathbb{R}$ with $|f(j)-g(j)| \leq \epsilon$ for every $0 \leq j \leq q-1$. Then $|\hat{f}(\ell)-\hat{g}(\ell)| \leq q \in$ for all $0 \leq \ell \leq q-1$.

Proof. Let $h=f-g$, then $|h(j)| \leq \epsilon$ for every $j$. Therefore,

$$
\begin{aligned}
& |\hat{f}(\ell)-\hat{g}(\ell)| \\
= & |\hat{h}(\ell)|=\left|\sum_{j=0}^{q-1} h(j) e^{\frac{2 \pi i}{q} \ell j}\right| \\
\leq & \sum_{j=0}^{q-1}\left|h(j) e^{\frac{2 \pi i}{q} \ell j}\right|=\sum_{j=0}^{q-1}|h(j)| \\
\leq & \sum_{j=0}^{q-1} \epsilon=q \epsilon .
\end{aligned}
$$

Let $\overline{\hat{D}}(\boldsymbol{a})$ be the estimated Fourier coefficient computed from $\bar{P}_{\boldsymbol{a}, j}$. Fact 3.5.3 and (2.3) then imply that with probability at least $2 / 3,|\overline{\hat{D}}(\boldsymbol{a})-\hat{D}(\boldsymbol{a})| \leq \frac{\epsilon}{3 K}$ for every $\boldsymbol{a}$ in $A$.

Now if $\Delta\left(D, \mathcal{D}_{\text {kwi }}\right) \leq \frac{\epsilon}{3 \kappa K}$, then by our completeness assumption, we have $\max _{\boldsymbol{a} \in A}|\hat{D}(\boldsymbol{a})| \leq$ $\frac{\epsilon}{3 K}$. Taking the error from estimation into account, $\max _{\boldsymbol{a} \in A}|\overline{\hat{D}}(\boldsymbol{a})| \leq \frac{2 \epsilon}{3 K}$ holds with probability at least $2 / 3$. Therefore with probability at least $2 / 3$, the algorithm returns "Accept".

If $\Delta\left(D, \mathcal{D}_{\text {kwi }}\right)>\epsilon$, then by our soundness assumption, $\max _{\boldsymbol{a} \in A}|\hat{D}(\boldsymbol{a})|>\frac{\epsilon}{K}$. Again with probability at least $2 / 3, \max _{\boldsymbol{a} \in A}|\hat{\hat{D}}(\boldsymbol{a})|>\frac{2 \epsilon}{3 K}$ for every $\boldsymbol{a}$ in $A$, so the algorithm returns "Reject".

## Chapter 4

## Binary Domains

In this chapter, we study the problem of testing whether a distribution over a Boolean cube is $k$-wise independent or $\delta$-far from from $k$-wise independence. Our upper bound and lower bound results for testing are based on new upper and lower bounds on $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right)$ in term of $D$ 's first $k$-level biases (or equivalently, Fourier coefficients. See below for definition of biases). We present our upper bounds in Section 4.1 and lower bounds in Section 4.2 .

### 4.1 Upper bounds on testing $k$-wise independence

### 4.1.1 Characterizing $k$-wise independence by biases

We use the notion of a bias over a set $T$ which is a measure of the parity imbalance of the distribution over the set $T$ of variables:

Definition 4.1.1. For a distribution $D$ over $\{0,1\}^{n}$, the bias of $D$ over a non-empty set $T \subseteq[n]$ is defined as $\operatorname{bias}_{D}(T) \triangleq \operatorname{Pr}_{x \leftarrow D}\left[\oplus_{i \in T} x_{i}=0\right]-\operatorname{Pr}_{x \leftarrow D}\left[\oplus_{i \in T} x_{i}=1\right]$. We say $\operatorname{bias}_{D}(T)$ is an $l$-th level bias if $|T|=l$.

Up to a normalization factor, the biases are equal to the Fourier coefficients of the distribution function $D$. More precisely, $\hat{D}(T)=\frac{1}{2^{n}} \operatorname{bias}_{D}(T)$, for $T \neq \emptyset$. Thus, we sometimes use the terms biases and Fourier coefficients interchangeably. The following well-known facts relate biases to
$k$-wise independence:
Fact 4.1.2. A distribution is $k$-wise independent iff all the biases over sets $T \subset[n], 0<|T| \leq k$, are zero. In particular, for the uniform distribution $U_{n}, \operatorname{bias}_{U_{n}}(T)=0$ for all $T$.

By the alternative definition of statistical distance, we immediately have the following.
Fact 4.1.3. The distance between $D$ and $k$-wise independence can be lower bounded by

$$
\Delta\left(D, \mathcal{D}_{k w i}\right) \geq \frac{1}{2} \max _{T \subseteq[n], 0<|T| \leq k} \operatorname{bias}_{D}(T)
$$

### 4.1.2 Upper bound the distance to $k$-wise independence

In this section, we first prove an upper bound on $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right)$, then present our testing algorithm as well as the sample and time complexity of our algorithm. For brevity, let $b_{1} \triangleq \sum_{|S| \leq k}\left|\operatorname{bias}_{D}(S)\right|$ and $b_{2} \triangleq \sqrt{\sum_{|S| \leq k} \operatorname{bias}_{D}(S)^{2}}$. Note that $b_{2} \leq b_{1} \leq \sqrt{M_{n, k}} b_{2}<n^{k / 2} b_{2}$.

The only previously known upper bound for $\Delta\left(D, \mathcal{D}_{\text {kwi }}\right)$ is given in [5], where it is implicitly shown that $\Delta\left(D, \mathcal{D}_{\text {kwi }}\right) \leq b_{1}$. Our new bound is the following.

Theorem 4.1.4 (Upper Bound on Distance). The distance between a distribution $D$ and $k$-wise independence can be upper bounded by

$$
\Delta\left(D, \mathcal{D}_{k w i}\right) \leq O\left((\log n)^{k / 2} \sqrt{\sum_{|S| \leq k} \operatorname{bias}_{D}(S)^{2}}\right)
$$

## Consequently,

$$
\Delta\left(D, \mathcal{D}_{k w i}\right) \leq O\left((n \log n)^{k / 2}\right) \max _{|S| \leq k}\left|\operatorname{bias}_{D}(S)\right|
$$

Since $b_{2}$ is always smaller than or equal to $b_{1}$, our upper bound is no weaker than that of [5] up to a polylogarithmic factor. However, for many distributions of interest, $b_{2}$ is much smaller than $b_{1}$ (e.g., when all the biases are roughly of the same magnitude, as in the case of random uniform distributions, then $\left.b_{2}=O^{*}\left(b_{1} / n^{k / 2}\right)\right)$.

The basic ideas of our proof are the following. We first operate in the Fourier space to construct a "pseudo-distribution" $D_{1}$ by forcing all the first $k$-level Fourier coefficients to be zero. $D_{1}$ is not
a distribution because it may assume negative values at some points. We then correct all these negative points by a series of convex combinations of $D_{1}$ with $k$-wise independent distributions. This insures that all the first $k$-level Fourier coefficients remain zero, while increasing the weights at negative points so that they assume non-negative values. During the correction, we distinguish between two kinds of points which have negative weights: Light points whose magnitudes are small and heavy points whose magnitudes are large. We use two different types of $k$-wise independent distributions to handle these two kinds of points. Using Bonami-Beckner's inequality, we show that only a small number of points are heavy, thus obtaining a better bound for $\Delta\left(D, \mathcal{D}_{\text {kwi }}\right)$.

Proof of Theorem 4.1.4. The following lemma bounds the $\ell_{1}$-distance between a function and its convex combination with other distributions.

Lemma 4.1.5. Let $f$ be a real function defined over domain $\mathcal{D}=\{0,1\}^{n}$ such that $\sum_{x \in \mathcal{D}} f(x)=$ 1. Let $D_{1}, \ldots, D_{\ell}$ be distributions over the same domain $\mathcal{D}$. Suppose there exist positive real numbers $w_{1}, \ldots, w_{\ell}$ such that $D^{\prime} \triangleq \frac{1}{1+\sum_{i=1}^{\ell} w_{i}}\left(f+\sum_{i=1}^{\ell} w_{i} D_{i}\right)$ is non-negative for all $x \in \mathcal{D}$. Then $\frac{2^{n}}{2}\left\|f(x)-D^{\prime}(x)\right\|_{1} \leq \sum_{i=1}^{\ell} w_{i}$.

Proof. $\left\|f(x)-D^{\prime}(x)\right\|_{1}=\left\|\sum_{i=i}^{\ell} w_{i}\left(D^{\prime}-D_{i}\right)\right\|_{1} \leq \sum_{i=i}^{\ell} w_{i}\left\|D^{\prime}-D_{i}\right\|_{1} \leq 2^{-n+1} \sum_{i=i}^{\ell} w_{i}$.

We first construct a real function $D_{1}:\{0,1\}^{n} \rightarrow \mathbb{R}$ based on $D$ but forcing all its first $k$-level biases to be zero. $D_{1}$ is defined by explicitly specifying all of its Fourier coefficients:

$$
\hat{D}_{1}(S)= \begin{cases}0, & \text { if } S \neq \emptyset \text { and }|S| \leq k \\ \hat{D}(S), & \text { otherwise }\end{cases}
$$

Since $\hat{D}_{1}(\emptyset)=\hat{D}(\emptyset)=\frac{1}{2^{n}}$, we have $\sum_{x} D_{1}(x)=1$. Note that in general $D_{1}$ is not a distribution because it is possible that for some $x, D_{1}(x)<0$. By Parseval's equality, $\left\|D-D_{1}\right\|_{2}=$ $\frac{1}{2^{n}} \sqrt{\sum_{|T| \leq k} \operatorname{bias}_{D}(T)^{2}}=\frac{1}{2^{n}} b_{2}$. Hence by the Cauchy-Schwarz inequality, we can upper bound the $\ell_{1}$-norm of $D-D_{1}$ as $\left\|D-D_{1}\right\|_{1} \leq 2^{-n} \cdot b_{2}$. Now we define another function $D_{2}:\{0,1\}^{n} \rightarrow \mathbb{R}$
as

$$
\hat{D}_{2}(S)= \begin{cases}\hat{D}(S), & \text { if } S \neq \emptyset \text { and }|S| \leq k \\ 0, & \text { otherwise }\end{cases}
$$

By the linearity of the Fourier transform, $D_{1}(x)+D_{2}(x)=D(x)$. Since $D(x) \geq 0$ for all $x \in\{0,1\}^{n}$, we have $D_{1}(x) \geq-D_{2}(x)$. By the Fourier transform,

$$
\begin{aligned}
\left|D_{2}(x)\right| & =\left|\frac{1}{2^{n}} \sum_{1 \leq|S| \leq k} \operatorname{bias}_{D}(S) \chi_{S}(x)\right| \\
& \leq \frac{1}{2^{n}} \sum_{1 \leq|S| \leq k}\left|\operatorname{bias}_{D}(S)\right|=\frac{1}{2^{n}} b_{1} .
\end{aligned}
$$

Hence the magnitudes of $D_{1}(x)$ 's negative points are upper bounded by $\frac{1}{2^{n}} b_{1}$, i.e. $D_{2}(x) \geq-\frac{1}{2^{n}} b_{1}$.
By the linearity of the Fourier transform, if we define a function $D^{\prime}$ as the convex combination of $D_{1}$ with some $k$-wise independent distributions so that $D^{\prime}$ is non-negative, then $D^{\prime}$ will be a $k$-wise independent distribution, since all the Fourier coefficients of $D^{\prime}$ on the first $k$ levels are zero.

If we use a uniform distribution to correct all the negative weights of $D_{1}$, then we will get an upper bound almost the same (up to a factor of $3 / 2$ ) as that of [5]. To improve on this, we distinguish between two kinds of points where $D_{1}$ may assume negative weights: heavy points and light points. Let $\lambda=(2 \sqrt{\log n})^{k}$. We call a point $x$ heavy if $D_{1}(x) \leq-\lambda b_{2} / 2^{n}$, and light if $-\lambda b_{2} / 2^{n}<D_{1}(x)<0$. For light points, we still use a uniform distribution to correct them; but for each heavy point, say $z$, we will use a special $k$-wise independent distribution $U_{\mathrm{BCH}-z}(x)$, constructed in [3]:

Theorem 4.1.6 ([3]). For any $z \in\{0,1\}^{n}$, there is a $k$-wise independent distribution $U_{B C H-z}(x)$ over $\{0,1\}^{n}$ such that $U_{B C H-z}(z)=\frac{1}{\mid \operatorname{Supp}\left(U_{B C H-z)} \mid\right.}=\Omega\left(n^{-\lfloor k / 2\rfloor}\right) .{ }^{1}$

[^11]Thus, we define $D^{\prime}$ by

$$
D^{\prime}(x)=\frac{D_{1}(x)+\lambda b_{2} U_{n}(x)+\sum_{z \text { is heavy }} w_{z} U_{\mathrm{BCH}-z}(x)}{1+\lambda b_{2}+\sum_{z \text { is heavy }} w_{z}} .
$$

We set $w_{z}=\frac{\left|\operatorname{Supp}\left(U_{\mathrm{BCH}-z}\right)\right|}{2^{n}} b_{1}$. Since $D_{1}(x) \geq-\frac{b_{1}}{2^{n}}$, one can check that $D^{\prime}(x)$ is non-negative for both heavy and light points. Hence $D^{\prime}$ is a $k$-wise independent distribution.

Next we bound the number of heavy points. Note that this number is at most the number of points at which $D_{2}(x) \geq \lambda b_{2} / 2^{n}$. Observe that $D_{2}(x)$ has only the first $k$-level Fourier coefficients, hence we can use Bonami-Beckner's inequality to bound the probability of $\left|D_{2}(x)\right|$ assuming large values, and thus the total number of heavy points.

First we scale $D_{2}(x)$ to make it of unit $\ell_{2}$-norm. Define $f(x)=\frac{2^{n}}{b_{2}} D_{2}(x)$. Then

$$
\begin{aligned}
\|f\|_{2} & =\frac{2^{n}}{b_{2}}\left\|D_{2}\right\|_{2}=\frac{2^{n}}{b_{2}} \sqrt{\frac{1}{2^{n}} \sum_{x \in\{0,1\}^{n}} D_{2}(x)^{2}} \\
& =\frac{2^{n}}{b_{2}} \sqrt{\frac{1}{2^{2 n}} \sum_{1 \leq|S| \leq k} \operatorname{bias}_{D}(S)^{2}}=1,
\end{aligned}
$$

where the second to last step follows from Parseval's equality. Now using the higher moment inequality method, we have, for even $p$,

$$
\operatorname{Pr}[|f(x)| \geq \lambda] \leq \frac{\mathbf{E}_{x}\left[|f(x)|^{p}\right]}{\lambda^{p}}=\frac{\|f\|_{p}^{p}}{\lambda^{p}}
$$

By Theorem 2.2.6. $\|f\|_{p} \leq(\sqrt{p-1})^{k}\|f\|_{2}=(\sqrt{p-1})^{k}$. Plug in $\lambda=(2 \sqrt{\log n})^{k}$ and $p=\log n$, and without loss of generality, assume that $p$ is even, then we have

$$
\begin{aligned}
\operatorname{Pr}\left[|f(x)| \geq 2^{k} \log ^{k / 2} n\right] & \leq \frac{(p-1)^{p k / 2}}{\lambda^{p}}<\frac{p^{p k / 2}}{(2 \sqrt{\log n})^{p k}} \\
& =\left(\frac{1}{2}\right)^{k \log n}=\frac{1}{n^{k}} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \operatorname{Pr}\left[D_{1}(x) \leq-2^{k}(\log n)^{k / 2} \frac{b_{2}}{2^{n}}\right] \leq \operatorname{Pr}\left[D_{2}(x) \geq 2^{k}(\log n)^{k / 2} b_{2} / 2^{n}\right] \\
\leq & \operatorname{Pr}\left[\left|D_{2}(x)\right| \geq 2^{k}(\log n)^{k / 2} b_{2} / 2^{n}\right] \\
= & \operatorname{Pr}\left[|f(x)| \geq 2^{k}(\log n)^{k / 2}\right]<1 / n^{k} .
\end{aligned}
$$

In other words, there are at most $2^{n} / n^{k}$ heavy points. Recall that $\left|\operatorname{Supp}\left(U_{\mathrm{BCH}-z}\right)\right|=O\left(n^{\lfloor k / 2\rfloor}\right)$ and $b_{1} \leq n^{k / 2} b_{2}$ ), we use Lemma 4.1.5 to get that

$$
\begin{aligned}
& \frac{2^{n}}{2}\left|D_{1}-D^{\prime}\right|_{1} \leq \lambda b_{2}+\sum_{z \text { heavy }} w(z) \\
\leq & (2 \sqrt{\log n})^{k} b_{2}+\frac{2^{n}}{n^{k}} \frac{\left|\operatorname{Supp}\left(U_{\mathrm{BCH}-z}\right)\right|}{2^{n}} b_{1} \\
= & (2 \sqrt{\log n})^{k} b_{2}+O\left(b_{2}\right) \\
= & O\left((\log n)^{k / 2} b_{2}\right) .
\end{aligned}
$$

Finally, by the triangle inequality, $\Delta\left(D, D^{\prime}\right)=\frac{2^{n}}{2}\left\|D-D^{\prime}\right\|_{1} \leq \frac{2^{n}}{2}\left(\left\|D-D_{1}\right\|_{1}+\left\|D_{1}-D^{\prime}\right\|_{1}\right)=$ $O\left((\log n)^{k / 2} b_{2}\right)$.

### 4.1.3 Testing algorithm and its analysis

Armed with Theorem 4.1.4, we are ready to describe our algorithm for testing $k$-wise independence. We will use the following algorithm to estimate the bias of a distribution $D$ over any non-empty subset $S$ with error parameter $\delta$.

Lemma 4.1.7. Let bias ${ }_{D}(S)$ be the bias computed by Estimate-Bias $(D, S, k, \delta)$, and $\overline{\operatorname{bias}}_{D}(S)$ be the expected value of $\operatorname{bias}_{D}(S)$ (i.e., the bias of distribution $D$ over $S$ ). Then with probability at least $1-\frac{1}{3 n^{k}},\left|\operatorname{bias}_{D}(S)-\overline{\operatorname{bias}}_{D}(S)\right| \leq \delta$.

Proof. Let $n_{\text {odd }}$ and $n_{\text {even }}$ be the number of strings of odd parity and even parity, respectively, over $S$. Without loss of generality, assume that $\overline{\operatorname{bias}}_{D}(S) \geq 0$ (otherwise replace $n_{\text {odd }}$ with $n_{\text {even }}$ in the following argument). Define the indicator random variables $\chi_{i}$ for $i=1, \ldots, m$, such that

## Algorithm Estimate-Bias ( $D, S, k, \delta$ )

1. Set $m=O\left((k \log n) / \delta^{2}\right)$.
2. Set $n_{\text {odd }}=0$.(Assume the sample set is $Q=\left\{X_{1}, \ldots, X_{m}\right\}$ )
3. For $i=1$ to $m$

- If $\oplus_{j \in S} X_{j}^{i}=1, n_{\text {odd }}=n_{\text {odd }}+1$.

4. Output $\operatorname{bias}_{D}(S)=\frac{2 n_{\text {odd }}}{m}-1$.

Figure 4-1: Algorithm for estimating the bias over an index subset $S$.

```
Algorithm Test-KWI-Closeness ( \(D, k, \delta\) )
1. From \(D\), draw a set \(Q\) of samples of size \(|Q|=O\left(k \log n / \delta^{\prime 2}\right)\), where \(\delta^{\prime}=\frac{\delta}{3 C_{k}(n \log n)^{k / 2}}\).
2. For each non-empty subset \(S \subseteq[n],|S| \leq k\), use \(Q\) to estimate \(\operatorname{bias}_{D}(S)\) to within an additive term of \(\delta^{\prime}\).
3. If \(\max _{S}\left|\operatorname{bias}_{D}(S)\right| \leq 2 \delta^{\prime}\) return "Yes"; else return "No".
```

Figure 4-2: Algorithm for testing if a distribution is $k$-wise independent.
$\chi_{i}=\oplus_{j \in S} X_{j}^{i}$. It is clear that $\chi_{i}$ are $0 / 1$ random variables and $\mathbf{E}\left[\chi_{i}\right]=n_{\text {odd }} / m \geq 1 / 2$. Now applying Chernoff bound to $\chi_{i}$ gives the desired result, since $\overline{\operatorname{bias}}_{D}(S)=2 \mathbf{E}\left[\chi_{i}\right]-1$.

Now we are ready to describe the algorithm of testing closeness to $k$-wise independence, which (implicitly) uses Estimate-Bias as a subroutine.

The algorithm is simple in nature: it estimates all the first $k$-level biases of the distribution and returns "Yes" if they are all small. Let $C_{k}$ be the hidden constant in $O(\cdot)$ in the second part of Theorem 4.1.4

Next we prove the correctness of Test-KWI-Closeness $(D, k, \delta)$.
Theorem 4.1.8. Let $D$ be a distribution over $\{0,1\}^{n}$. If $\Delta\left(D, \mathcal{D}_{k w i}\right) \leq \frac{2 \delta}{3 C_{k}(n \log n)^{k / 2}}$, then Test-KWI-Closene accepts with probability at least $2 / 3$; If $\Delta\left(D, \mathcal{D}_{\text {kwi }}\right)>\delta$, then Test-KWI-Closeness accepts with probability at most $1 / 3$. Furthermore, the sample complexity of Test-KWI-Closeness is $O\left(k C_{k}(\log n)^{k+1} n^{k} / \delta^{2}\right)=O^{*}\left(\frac{n^{k}}{\delta^{2}}\right)$, and running time of Test-KWI-Closeness is $O^{*}\left(\frac{n^{2 k}}{\delta^{2}}\right)$.

Proof of Theorem 4.1.8. The running time and sample complexity analysis is straightforward. If $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right) \leq \frac{2 \delta}{3 C_{k}(n \log n)^{k / 2}}$, then by Fact 4.1.3 $\overline{\operatorname{bias}}_{D}(S) \leq \frac{\delta}{3 C_{k}(n \log n)^{k / 2}}$ for every $1 \leq|S| \leq k$. By Lemma 4.1.7, $\left|\operatorname{bias}_{D}(S)-\overline{\operatorname{bias}}_{D}(S)\right| \leq \frac{\delta}{3 C_{k}(n \log n)^{k / 2}}$ with probability at least $1-\frac{1}{3 n^{k}}$. Thus union bound gives, with probability at least $1-M_{n, k} \frac{1}{3 n^{k}} \geq 2 / 3$ (since $M_{n, k} \leq n^{k}$ ), $\mid \operatorname{bias}_{D}(S)-$ $\overline{\operatorname{bias}}_{D}(S) \left\lvert\, \leq \frac{\delta}{3 C_{k}(n \log n)^{k / 2}}\right.$ holds for each $S$. This implies that, for every non-empty $S$ of size at most $k, C_{k}(n \log n)^{k / 2}\left|\operatorname{bias}_{D}(S)\right| \leq \frac{2}{3} \delta$. Therefore, the algorithm accepts.

If $\Delta\left(D, \mathcal{D}_{\text {kwi }}\right)>\delta$, by Theorem 4.1.4, $C_{k}(n \log n)^{k / 2} \max _{S \neq \emptyset,|S| \leq k} \mid{\overline{\operatorname{bias}_{D}}(S) \mid>\delta \text {. A similar }}$ analysis shows that with probability at least $2 / 3, C_{k}(n \log n)^{k / 2} \max _{S \neq \emptyset,|S| \leq k}\left|\operatorname{bias}_{D}(S)\right|>\frac{2}{3} \delta$ and hence the algorithm rejects.

Note that for constant $k$, Test-KWI-Closeness gives an algorithm testing $k$-wise independence running in time sublinear (in fact, polylogarithmic) in the size of the support ( $N=2^{n}$ ) of the distribution.

### 4.2 Lower bounds on testing $k$-wise independence

In this section, we prove a lower bound on the sample complexity of our testing algorithm. However, we first motivate our study from the perspective of real functions defined over the boolean cube.

The upper bound given in Theorem 4.1.4 naturally raises the following question: Can we give a lower bound on $\Delta\left(D, \mathcal{D}_{\text {kwi }}\right)$ in term of the first $k$-level biases of $D$ ? The only known answer to this question we are aware of is the folklore lower bound in Fact 4.1.3, $\Delta\left(D, \mathcal{D}_{\text {kwi }}\right) \geq$ $\frac{1}{2} \max _{1 \leq|S| \leq k}\left|\operatorname{bias}_{D}(S)\right|$. This bound is too weak for many distributions, as demonstrated in [5], who gave a family of distributions that have all the first $k$-level biases at most $O\left(\frac{1}{n^{1 / 5}}\right)$, but are at least $1 / 2$-away from any $k$-wise independent distribution. Their proof is based on a min-entropy argument, which seems to work only for distributions with small support size.

In fact, this statistical distance lower bound problem can be put into a more general framework. Given a function $f:\{0,1\}^{n} \rightarrow \mathbb{R}$, can we give a lower bound on $\|f\|_{1}$ if only the first $k$-level Fourier coefficients of $f$ are known? Hausdorff-Young's inequality gives $\|f\|_{1} \geq\|\hat{f}\|_{\infty}$, which
is equivalent to the bound stated in Fact 4.1.3. We develop a new approach to lower bound $\|f\|_{1}$ in terms of $f$ 's first $k$-level Fourier coefficients. Our method works for general $k$ and is based on convolving $f$ with an auxiliary function and then applying Young's convolution inequality. Our main result of this section is the following lower bound on distances between random uniform distributions and $k$-wise independence, which is the basis of our sample lower bound result, Theorem 4.2.15. Note that by Theorem 4.1.4, this bound is almost tight as implied by our upper bound result.

Lemma 4.2.1 (Random Distribution Lemma). Let $k>2$. Let $Q=\frac{M_{n, k}}{n \delta^{2}}$ with $\delta=o(1 / n)$. If we sample uniformly at random $Q$ strings from $\{0,1\}^{n}$ to form a random multi-set $\mathcal{Q}$ and let $U_{\mathcal{Q}}(x)$ be the uniform distribution over $\mathcal{Q}$, then for all large enough $n, \operatorname{Pr}_{\mathcal{Q}}\left[\Delta\left(U_{\mathcal{Q}}, \mathcal{D}_{k w i}\right)>0.09 \delta\right]=1-o(1)$.

### 4.2.1 New lower bounds for $\Delta\left(D, \mathcal{D}_{\text {kwi }}\right)$

In this section, we will develop a new framework to prove lower bound on the distance between a distribution and $k$-wise independent distributions and apply this method to prove Theorem 4.2.4. In fact, our techniques developed here may be of independent interest: We give a new lower bound on the $\ell_{1}$-norm of a function $f:\{0,1\}^{n} \rightarrow \mathbb{R}$ in terms of $f$ 's first $k$-level Fourier coefficients. Our method is based on convolving $f$ with an auxiliary function and applying Young's convolution inequality:

Theorem 4.2.2 (Young's convolution inequality). Let $1 \leq p, q, r \leq \infty$, such that $\frac{1}{r}=\frac{1}{p}+\frac{1}{q}-1$. Then for any $f, g:\{0,1\}^{n} \rightarrow \mathbb{R},\|f * g\|_{r} \leq\|f\|_{p}\|g\|_{q}$.

Given a distribution $D$ over $\{0,1\}^{n}$. Let $D^{\prime}$ be the $k$-wise independent distribution which is closest to $D$, i.e., $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right)=\Delta\left(D, D^{\prime}\right)=\frac{1}{2}\left\|D-D^{\prime}\right\|_{1}$. Define $f(x)=D(x)-D^{\prime}(x)$. Then we have

$$
\hat{f}(S)=\frac{1}{2^{n}} \operatorname{bias}_{D}(S), \quad \text { for all non-empty subsets } S \text { with }|S| \leq k
$$

and

$$
\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right)=\frac{1}{2} \sum_{x \in\{0,1\}^{n}}|f(x)|=2^{n-1}\|f\|_{1} .
$$

We will try to get a lower bound on $\Delta\left(D, \mathcal{D}_{\text {kwi }}\right)$ by bounding the $\ell_{1}$-norm of $f(x)$ from below.

Theorem 4.2.3. Let $f:\{0,1\}^{n} \rightarrow \mathbb{R}$. Define a family of functions $\mathcal{F}_{g} \subseteq \mathbb{R}^{\{0,1\}^{n}}$ such that for all $g \in \mathcal{F}_{g}$, the Fourier coefficients of $g$ satisfy

$$
\hat{g}(S)= \begin{cases}0, & \text { if } S=\emptyset \text { or }|S|>k \\ \operatorname{sign}(\hat{f}(S)) & \text { if }|S| \leq k \text { and } \hat{f}(S) \neq 0 \\ \pm 1, & \text { if }|S| \leq k \text { and } \hat{f}(S)=0\end{cases}
$$

Then for all $g \in \mathcal{F}_{g}$,

$$
\|f\|_{1} \geq \frac{\sum_{|S| \leq k}|\hat{f}(S)|}{\|g\|_{\infty}}
$$

In particular,

$$
\|f\|_{1} \geq \frac{\sum_{|S| \leq k}|\hat{f}(S)|}{\min _{g \in \mathcal{F}_{g}}\|g\|_{\infty}}
$$

Note that for all $S$ such that $\hat{f}(S)=0$, we have the freedom of choosing either +1 or -1 to minimize $\|g\|_{\infty}$ and get better lower bound.

Proof. Setting $p=1$, then Young's convolution inequality (Theorem4.2.2) gives, for any $1 \leq r \leq$ $\infty$, and any $f, g:\{0,1\}^{n} \rightarrow \mathbb{R}$,

$$
\|f\|_{1} \geq \frac{\|f * g\|_{r}}{\|g\|_{r}}
$$

Now we define function $g$ as in the Theorem and define $h(x) \triangleq(f * g)(x)$. Then by the convolution theorem,

$$
\hat{h}(S)= \begin{cases}|\hat{f}(S)|, & \text { if } S \text { is non-empty and }|S| \leq k \\ 0, & \text { otherwise }\end{cases}
$$

By the definition of the Fourier transform,

$$
|h(x)|=\left|\sum_{S} \hat{h}(S) \chi_{S}(x)\right|=\left|\sum_{|S| \leq k}\right| \hat{f}(S)\left|\chi_{S}(x)\right| \leq \sum_{|S| \leq k}|\hat{f}(S)|=h(0)
$$

since for all $S \subseteq[n], \chi_{S}(0)=1$ and the evaluation of any function at 0 is simply the sum of all its Fourier coefficients. Thus, $\|h\|_{\infty}=h(0)=\sum_{|S| \leq k}|\hat{f}(S)|$. Now take $r$ tending to infinity, we get

$$
\|f\|_{1} \geq \frac{\sum_{|S| \leq k}|\hat{f}(S)|}{\|g\|_{\infty}}
$$

Thus we get a lower bound for $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right)$ :

Theorem 4.2.4. Let $D$ be a distribution over $\{0,1\}^{n}$, and let $\mathcal{F}_{g}$ be defined as in Theorem 4.2.3 but replacing $\hat{f}(S)$ with $\operatorname{bias}_{D}(S)$. Then for all $g \in \mathcal{F}_{g}, \Delta\left(D, \mathcal{D}_{k w i}\right) \geq \frac{\frac{1}{2} \sum_{|S| \leq k}|\operatorname{bias}(S)|}{\|g\|_{\infty}}$.

If all the low level Fourier coefficients of $f$ are non-zero, then there is a unique $g \in \mathcal{F}_{g}$ that corresponds to $f$. Otherwise, there may be many $g$ 's in $\mathcal{F}_{g}$ all correspond to $f$. If this is the case, for the purpose of proving lower bound, we may pick the one with the smallest infinity norm. On the other hand, there are many different $f$ 's that correspond to the same $g$. A nice property of function $g$ is that only the first $k$-level Fourier coefficients are non-zero and all these coefficients are in $\{-1,1\}$. By the monotonicity of norms and Parseval's equality, we have $\|g\|_{\infty} \geq\|g\|_{2}=$ $\sqrt{\sum_{1 \leq|S| \leq k} 1}=\sqrt{M_{n, k}}$. And a trivial upper bound is $\|g\|_{\infty} \leq M_{n, k}$. Note that if $\|g\|_{\infty} \ll M_{n, k}$, then our new lower bound on $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right)$ probably will give a much better bound than the trivial lower bound $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right) \geq \frac{1}{2} \max _{S}\left|\operatorname{bias}_{D}(S)\right|$. Next we will provide some evidence showing the strength of our new lower bound: among $2^{M_{n, k}}=2^{O\left(n^{k}\right)}$ possible $g$ 's, at most an exponentially small portion of them may have $\|g\|_{\infty}=\Omega\left(\sqrt{n M_{n, k}}\right)$. Thus most $g$ 's will give good lower bound.

Theorem 4.2.5. Let $\boldsymbol{g}$ be an $M_{n, k}$-dimensional vector with its $M_{n, k}$ components being $g(x)$ 's nonzero Fourier coefficients, then for all $c>0$ and for all sufficiently large $n$,

$$
\operatorname{Pr}_{\boldsymbol{g} \in_{R}\{-1,1\}^{M_{n, k}}}\left[\|g\|_{\infty}>1.18 \sqrt{c+1} \sqrt{n M_{n, k}}\right]<2^{-c n}
$$

Proof. We will need the following simple Chernoff-type tail bound (see Corollary A.1.2 of [6])

Lemma 4.2.6. Let $x_{i}, 1 \leq i \leq m$, be mutually independent random variables with $\operatorname{Pr}\left[x_{i}=1\right]=$

$$
\operatorname{Pr}\left[x_{i}=-1\right]=\frac{1}{2} \text { and set } S_{m}=x_{1}+\cdots+x_{m} . \text { Let } a>0 . \text { Then }
$$

$$
\operatorname{Pr}\left[\left|S_{m}\right|>a\right]<2 e^{-\frac{a^{2}}{2 m}}
$$

Let $x$ be an arbitrary element in $\{0,1\}^{n}$. Then

$$
g(x)=\sum_{i=1}^{M_{n, k}} \hat{g}\left(S_{i}\right) \chi_{S_{i}}(x)=\sum_{i=1}^{M_{n, k}} Y_{i},
$$

where we define $Y_{i}=\hat{g}\left(S_{i}\right) \chi_{S_{i}}(x)$. Now if $\hat{g}\left(S_{i}\right)$ 's are independent random variables uniformly distributed in $\{-1,1\}^{M_{n, k}}$, so are $Y_{i}$ 's. Hence we can apply Lemma 4.2.6 to bound the probability of $|g(x)|$ assuming large values. Set $a=1.18 \sqrt{(c+1) M_{n, k} n}>\sqrt{\frac{2.005}{\log e} M_{n, k}(c n+n)}$, then $a>\sqrt{\frac{2}{\log e} M_{n, k}(c n+n+1)}$ and $a^{2}>\frac{2}{\log e} M_{n, k}(c n+n+1)$ for all sufficiently large $n$. Now Lemma 4.2.6 gives

$$
\operatorname{Pr}_{\boldsymbol{g}}[|g(x)|>a]=\operatorname{Pr}\left[\left|\sum_{i=1}^{M_{n, k}} Y_{i}\right|>a\right]<2 e^{-\frac{a^{2}}{2 M_{n, k}}}<2^{-c n} \cdot 2^{-n}
$$

Applying the union bound argument to all $2^{n}$ strings gives

$$
\begin{aligned}
\operatorname{Pr}_{\boldsymbol{g}}\left[\|g\|_{\infty}>a\right] & =\operatorname{Pr}_{\boldsymbol{g}}\left[\exists x \in\{0,1\}^{n} \text { s.t. }|g(x)|>a\right] \\
& <2^{-c n} .
\end{aligned}
$$

### 4.2.2 Proof of the random distribution lemma

We will follow the lower bound techniques developed in the previous section to prove this lemma. However, for ease of analysis, we will use functions different from those used previously. Let $D^{\prime}(x)$ be the $k$-wise independent distribution with minimum statistical distance to $U_{\mathcal{Q}}$. Define

$$
f_{\mathcal{Q}}(x)=U_{\mathcal{Q}}(x)-D^{\prime}(x) .
$$

Then we have

$$
\hat{f}_{\mathcal{Q}}(S)=\hat{U}_{\mathcal{Q}}(S), \quad \text { for all } S \subseteq[n], S \neq \emptyset \text { and }|S| \leq k
$$

and

$$
\Delta\left(U_{\mathcal{Q}}, \mathcal{D}_{\mathrm{kwi}}\right)=2^{n-1}\left\|f_{\mathcal{Q}}\right\|_{1} .
$$

Define $g_{\mathcal{Q}}(x):\{0,1\}^{n} \rightarrow \mathbb{R}$ as

$$
\hat{g}_{\mathcal{Q}}(S)= \begin{cases}\hat{f}_{\mathcal{Q}}(S), & \text { if } S \neq \emptyset \text { and }|S| \leq k \\ 0, & \text { otherwise }\end{cases}
$$

Also define the convolution $h_{\mathcal{Q}}(x) \triangleq\left(f_{\mathcal{Q}} * g_{\mathcal{Q}}\right)(x)$, then

$$
\hat{h}_{\mathcal{Q}}(S)= \begin{cases}\hat{f}_{\mathcal{Q}}(S)^{2}, & \text { if } S \neq \emptyset \text { and }|S| \leq k \\ 0, & \text { otherwise }\end{cases}
$$

by the convolution theorem. Applying Young's inequality gives

$$
\left\|f_{\mathcal{Q}}\right\|_{1} \geq \frac{\left\|h_{\mathcal{Q}}\right\|_{\infty}}{\left\|g_{\mathcal{Q}}\right\|_{\infty}}
$$

We will prove the Lemma 4.2 .1 by proving the following two lemmas bounding $\left\|h_{\mathcal{Q}}\right\|_{\infty}$ and $\left\|g_{\mathcal{Q}}\right\|_{\infty}$, respectively.

Lemma 4.2.7. For all large enough $n, \operatorname{Pr}_{\mathcal{Q}}\left[\left\|h_{\mathcal{Q}}\right\|_{\infty} \geq 0.999 \frac{M_{n, k}}{2^{2 n} Q}\right]=1-o(1)$.
Lemma 4.2.8. Let $Q=\omega\left(n M_{n, k}\right)$. Then for all $k>2$ and large enough $n, \operatorname{Pr}_{\mathcal{Q}}\left[\left\|g_{\mathcal{Q}}\right\|_{\infty} \leq \frac{5.25}{2^{n}} \sqrt{\frac{n M_{n, k}}{Q}}\right]=$ $1-o(1)$.

Now we prove the Lemma assuming Lemma 4.2.7 and Lemma4.2.8; By the union bound, with probability $1-o(1)$, both the lower bound of $\left\|h_{\mathcal{Q}}\right\|_{\infty}$ and the upper bound of $\left\|g_{\mathcal{Q}}\right\|_{\infty}$ hold. Then we have

$$
\Delta\left(U_{\mathcal{Q}}, \mathcal{D}_{\mathrm{kwi}}\right)=\frac{1}{2} 2^{n}\left\|f_{\mathcal{Q}}\right\|_{1} \geq \frac{1}{2} \cdot \frac{0.999 \frac{M_{n, k}}{Q}}{5.25 \sqrt{\frac{M_{n, k} n}{Q}}}>0.09 \sqrt{\frac{M_{n, k}}{n Q}}
$$

as desired.
In the following proofs of Lemma 4.2.7 and Lemma 4.2.8, we will assume that all the elements in multiset $\mathcal{Q}$ are distinct. This will not affect our results, since by the Birthday paradox, the probability of seeing a collision in $\mathcal{Q}$ is $o(1)$.

Proof of Lemma 4.2.7 We prove the lower bound of $\left\|h_{\mathcal{Q}}\right\|_{\infty}$ by computing the expectation and variance of $\left\|h_{\mathcal{Q}}\right\|_{\infty}$. Then a simple application of Chebyshev's inequality gives the desired bound. The calculations are straightforward but rather tedious.

Proof of Lemma 4.2.7. By the definition of Fourier transform

$$
\left|h_{\mathcal{Q}}(x)\right|=\left|\sum_{1 \leq|S| \leq k} \hat{h}_{\mathcal{Q}}(S) \chi_{S}(x)\right| \leq \sum_{1 \leq|S| \leq k}\left|\hat{h}_{\mathcal{Q}}(S)\right|=\sum_{1 \leq|S| \leq k} \hat{h}_{\mathcal{Q}}(S)=h_{\mathcal{Q}}(0) .
$$

Therefore

$$
\left\|h_{\mathcal{Q}}\right\|_{\infty}=h_{\mathcal{Q}}(0)=\sum_{1 \leq|S| \leq k} \hat{f}_{\mathcal{Q}}(S)^{2} .
$$

Then for all non-empty subset $S$ with $|S| \leq k$,

$$
\begin{aligned}
\hat{f}_{\mathcal{Q}}(S) & =\frac{1}{2^{n}} \sum_{x \in\{0,1\}^{n}} U_{\mathcal{Q}}(x) \chi_{S}(x) \\
& =\frac{1}{2^{n} Q} \sum_{x \in \mathcal{Q}} \chi_{S}(x)
\end{aligned}
$$

and

$$
\begin{aligned}
\hat{f}_{\mathcal{Q}}(S)^{2} & =\frac{1}{2^{2 n}} \sum_{x, y \in\{0,1\}^{n}} U_{\mathcal{Q}}(x) \chi_{S}(x) U_{\mathcal{Q}}(y) \chi_{S}(y) \\
& =\frac{1}{2^{2 n} Q^{2}} \sum_{x, y \in \mathcal{Q}} \chi_{S}(x) \chi_{S}(y)
\end{aligned}
$$

To facilitate the calculation of the expectation and variance of $\left\|h_{\mathcal{Q}}\right\|_{\infty}$, we first state two simple technical claims.

Claim 4.2.9. Let $x$ and $y$ be two distinct strings chosen uniformly at random from $\{0,1\}^{n}$, then for all $n>1, x+y$ is equal to every element in $\{0,1\}^{n} \backslash\left\{0^{n}\right\}$ with equal probability.

Proof. First we fix an $x$, then the map $y \rightarrow x+y$ is a one-to-one correspondence between $\{0,1\}^{n} \backslash$ $\{x\}$ and $\{0,1\}^{n} \backslash\left\{0^{n}\right\}$. Then notice that $y$ equals every element in $\{0,1\}^{n} \backslash\{x\}$ with equal probability.

Claim 4.2.10. Let $x, y, x^{\prime}$ and $y^{\prime}$ be four distinct strings chosen uniformly at random from $\{0,1\}^{n}$. Then for all $n>2, x+y+x^{\prime}+y^{\prime}$ is equal to every element in $\{0,1\}^{n}$ with equal probability.

Proof. Let $z_{1}=x+y$. By claim4.2.9, $z_{1}$ equals all strings in $\{0,1\}^{n} \backslash\left\{0^{n}\right\}$ with equal probability. Then $z_{1}+x^{\prime}$ equals all strings in $\{0,1\}^{n} \backslash\left\{x^{\prime}\right\}$ with equal probability. But $x^{\prime}$ takes all values in $\{0,1\}^{n}$ equally often, so is $z_{1}+x^{\prime}=x+y+x^{\prime}$. Therefore $x+y+x^{\prime}+y^{\prime}$ is uniformly distributed over $\{0,1\}^{n}$.

Proposition 4.2.11. The expectation of $\left\|h_{\mathcal{Q}}\right\|_{\infty}$ satisfies that

$$
\mathbf{E}_{\mathcal{Q}}\left[\left\|h_{\mathcal{Q}}\right\|_{\infty}\right]=\frac{M_{n, k}}{2^{2 n} Q}\left(1-\frac{Q-1}{2^{n}-1}\right) .
$$

Proof. We have

$$
\begin{aligned}
\mathbf{E}_{\mathcal{Q}}\left[\left\|h_{\mathcal{Q}}\right\|_{\infty}\right] & =\mathbf{E}_{\mathcal{Q}}\left[\sum_{1 \leq|S| \leq k} \hat{f}_{\mathcal{Q}}(S)^{2}\right] \\
& =\frac{1}{2^{2 n} Q^{2}} \mathbf{E}_{\mathcal{Q}}\left[\sum_{1 \leq|S| \leq k} \sum_{x, y \in \mathcal{Q}} \chi_{S}(x) \chi_{S}(y)\right] \\
& =\frac{M_{n, k}}{2^{2 n} Q}+\frac{1}{2^{2 n} Q^{2}} \mathbf{E}_{\mathcal{Q}}\left[\sum_{1 \leq|S| \leq k x, y \in \mathcal{Q}, x \neq y} \chi_{S}(x) \chi_{S}(y)\right] \\
& =\frac{M_{n, k}}{2^{2 n} Q}+\frac{1}{2^{2 n} Q^{2}} \mathbf{E}_{\mathcal{Q}}\left[\sum_{1 \leq|S| \leq k} \sum_{x \in \mathcal{Q}} \sum_{z \neq 0^{n}, z-x \in \mathcal{Q}} \chi_{S}(z)\right] \\
& =\frac{M_{n, k}}{2^{2 n} Q}+\frac{M_{n, k} Q(Q-1)}{2^{2 n} Q^{2}} \mathbf{E}_{z \neq\left\{0^{n}\right\}}\left[\chi_{S}(z)\right] .
\end{aligned}
$$

By Claim4.2.9, $z$ is uniformly distributed over $\{0,1\}^{n} \backslash\left\{0^{n}\right\}$. Since for any $S \neq \emptyset, \sum_{z \in\{0,1\}^{n}} \chi_{S}(z)=$ 0 , hence $\sum_{z \in\{0,1\}^{n} \backslash\left\{0^{n}\right\}} \chi_{S}(z)=-1$, and $\mathbf{E}_{z \in\{0,1\}^{n} \backslash\left\{0^{n}\right\}}\left[\chi_{S}(z)\right]=-\frac{1}{2^{n}-1}$. Then we have

$$
\mathbf{E}_{\mathcal{Q}}\left[\left\|h_{\mathcal{Q}}\right\|_{\infty}\right]=\frac{M_{n, k}}{2^{2 n} Q}\left(1-\frac{Q-1}{2^{n}-1}\right)
$$

This completes the proof.

Proposition 4.2.12. The expectation of $\left\|h_{\mathcal{Q}}\right\|_{\infty}^{2}$ satisfies that

$$
\begin{aligned}
\mathbf{E}_{\mathcal{Q}}\left[\left\|h_{\mathcal{Q}}\right\|_{\infty}^{2}\right] & =\frac{M_{n, k}^{2}}{2^{4 n} Q^{2}}\left(1-\frac{Q-1}{2^{n}-1}\right)^{2}+\frac{2 M_{n, k} Q(Q-1)}{2^{4 n} Q^{4}}\left(1-\frac{2(Q-2)}{2^{n}-1}\right)-\frac{M_{n, k}(Q-1)^{2}}{2^{4 n}\left(2^{n}-1\right)^{2} Q^{2}} \\
& =\frac{M_{n, k}^{2}}{2^{4 n} Q^{2}}\left(1-\frac{Q-1}{2^{n}-1}\right)^{2}+\frac{2 M_{n, k}}{2^{4 n} Q^{2}}(1-o(1))
\end{aligned}
$$

Proof.

$$
\begin{aligned}
\mathbf{E}_{\mathcal{Q}}\left[\left\|h_{\mathcal{Q}}\right\|_{\infty}^{2}\right] & =\mathbf{E}_{\mathcal{Q}}\left[\left(\sum_{1 \leq|S| \leq k} \hat{f}_{\mathcal{Q}}(S)^{2}\right)^{2}\right] \\
& =\mathbf{E}_{\mathcal{Q}}\left[\sum_{1 \leq|S| \leq k} \sum_{1 \leq|T| \leq k} \hat{f}_{\mathcal{Q}}(S)^{2} \hat{f}_{\mathcal{Q}}(T)^{2}\right] \\
& =\frac{1}{2^{4 n} Q^{4}} \mathbf{E}_{\mathcal{Q}}\left[\sum_{1 \leq|S| \leq k} \sum_{1 \leq|T| \leq k} \sum_{x, y \in \mathcal{Q}} \sum_{x^{\prime}, y^{\prime} \in \mathcal{Q}} \chi_{S}(x+y) \chi_{T}\left(x^{\prime}+y^{\prime}\right)\right] .
\end{aligned}
$$

Then one can distinguish between 12 different cases and calculate their expectations respectively. We omit the details here.

Therefore we have

$$
\operatorname{Var}\left(\left\|h_{\mathcal{Q}}\right\|_{\infty}\right)=\frac{1}{2^{4 n}} \frac{2 M_{n, k}}{Q^{2}}(1-o(1))
$$

and

$$
\sigma\left(\left\|h_{\mathcal{Q}}\right\|_{\infty}\right)=\frac{1}{2^{2 n}} \frac{\sqrt{2 M_{n, k}}}{Q}(1-o(1))
$$

Finally we apply Chebyshev's inequality, which states that for any $t>0 \operatorname{Pr}[|X-\mathbf{E}[X]|>$
$t \sigma(X)]<\frac{1}{t^{2}}$, to $\left\|h_{\mathcal{Q}}\right\|_{\infty}$ to finish the proof of Lemma 4.2.7.

Proof of Lemma 4.2.8 A simple calculation shows that $g_{\mathcal{Q}}(x)$ equals a summation of $Q$ independent random variables $Y_{1}, \ldots, Y_{Q}$ determined by the random subset $\mathcal{Q}$, where $-M_{n, k} \leq Y_{i} \leq M_{n, k}$. However, a direct application of Hoeffding's bound to the sum can only gives $\left\|g_{\mathcal{Q}}\right\|_{\infty}=O\left(M_{n, k}\right)$, thus $\Delta\left(U_{\mathcal{Q}}, \mathcal{D}_{\mathrm{kwi}}\right)=\Omega\left(\frac{1}{Q}\right)$, which is too weak. We improve on this is by noticing that the variance of $Y_{i}$ is small, thus Bernstein's inequality [13] gives a better bound.

Proof of Lemma 4.2.8 Fix an arbitrary $x \in\{0,1\}^{n}$. Then

$$
\begin{aligned}
g_{\mathcal{Q}}(x) & =\sum_{1 \leq|S| \leq k} \hat{f}_{\mathcal{Q}}(S) \chi_{S}(x) \\
& =\frac{1}{2^{n}} \sum_{1 \leq|S| \leq k} \sum_{y \in\{0,1\}^{n}} U_{\mathcal{Q}}(y) \chi_{S}(x) \chi_{S}(y) \\
& =\frac{1}{2^{n} Q} \sum_{1 \leq|S| \leq k} \sum_{y \in \mathcal{Q}} \chi_{S}(x+y) \\
& =\frac{1}{2^{n} Q} \sum_{y \in \mathcal{Q}} \sum_{1 \leq|S| \leq k} \chi_{S}(x+y) \\
& =\frac{1}{2^{n} Q} \sum_{y \in \mathcal{Q}} Y_{x}(y),
\end{aligned}
$$

where $Y_{x}(y) \triangleq \sum_{1 \leq|S| \leq k} \chi_{S}(x+y)$. Note that the summation is over independent random variables $Y_{x}(y)$ in $\mathcal{Q}$.

If we apply the Hoeffding bound directly to the sum, we would not get the desired result. Instead, we will employ the following Bernstein's inequality [13], which gives a better bound on the sum of independent random variables when we have a good bound on the variance of the random variables being summed.

Theorem 4.2.13 (Bernstein's inequality). Let $X_{1}, \ldots, X_{Q}$ be independent real-valued random variables such that $\left|X_{i}\right| \leq C$ for all $1 \leq i \leq Q$. Let $\sigma^{2}=\frac{1}{Q} \sum_{i=1}^{Q} \operatorname{Var}\left(X_{i}\right)$. Then for any $t>0$

$$
\operatorname{Pr}\left[\left|\sum_{i=1}^{Q} X_{i}-\mathbf{E}[X]\right|>Q t\right] \leq e^{-\frac{Q t^{2}}{2 \sigma^{2}+\frac{2 C t}{3}}}
$$

We next compute the expectation and variance of $Y_{x}(y)$.

$$
\mathbf{E}_{y}\left[Y_{x}(y)\right]=\mathbf{E}_{y}\left[\sum_{1 \leq|S| \leq k} \chi_{S}(y)\right]=\sum_{1 \leq|S| \leq k} \mathbf{E}_{y}\left[\chi_{S}(y)\right]=\sum_{1 \leq|S| \leq k} 0=0
$$

and

$$
\begin{aligned}
\mathbf{E}_{y}\left[Y_{x}(y)^{2}\right] & =\mathbf{E}_{y}\left[\left(\sum_{1 \leq|S| \leq k} \chi_{S}(y)\right)^{2}\right] \\
& =\mathbf{E}_{y}\left[\sum_{1 \leq|S|,|T| \leq k} \chi_{S}(y) \chi_{T}(y)\right] \\
& =\mathbf{E}_{y}\left[\sum_{1 \leq|S| \leq k} \chi_{S}(y)^{2}\right]+\mathbf{E}_{y}\left[\sum_{1 \leq|S| \leq k} \sum_{S^{\prime} \neq \emptyset} \chi_{S^{\prime}}(y)\right] \quad\left(S^{\prime} \triangleq S \Delta T\right) \\
& =M_{n, k}+0 \\
& =M_{n, k}
\end{aligned}
$$

By setting $t=5.25 \sqrt{\frac{M_{n, k} n}{Q}}$ and noticing that $Q=\omega\left(n M_{n, k}\right)$, we have

$$
\operatorname{Pr}\left[\left|\sum_{y \in \mathcal{Q}} Y_{x}(y)\right| \geq 5.25 Q \sqrt{\frac{M_{n, k} n}{Q}}\right] \leq 2^{-n} o(1)
$$

It follows that, with probability $1-o(1)$, for all $x$

$$
2^{n}\left|g_{\mathcal{Q}}(x)\right| \leq 5.25 \sqrt{\frac{M_{n, k} n}{Q}}
$$

i.e. with probability $1-o(1)$,

$$
\left\|g_{\mathcal{Q}}\right\|_{\infty} \leq \frac{5.25}{2^{n}} \sqrt{\frac{M_{n, k} n}{Q}}
$$

This completes the proof of Lemma 4.2.8.

Tightness of the Lemma 4.2.1 Our lower bound on the statistical distance between a random distribution and $k$-wise independent distributions is almost tight due to the following proposition

Proposition 4.2.14. Let $S$ be a random multiset formed by uniformly sampling $\Omega\left(k(\log n)^{k+1} n^{k} / \delta^{2}\right)$ times from $\{0,1\}^{n}$. Then with high probability, $U_{S}$ is $\delta$-close to $k$-wise independent.

Proof. By Chernoff bound, for every $S \subseteq[n],|S| \leq k, S \neq \emptyset$, with probability at least ( $1-\frac{1}{3 n^{k}}$ ), $\left|\operatorname{bias}_{U_{S}}(S)\right| \leq O\left(\delta /(n \log n)^{k / 2}\right)$. By a union bound argument, this holds for all $S$ with probability at least $2 / 3$. Applying Theorem 4.1.4 gives the desired result.

## Sample lower bound

Now we apply Random Distribution Lemma to prove a lower bound on the sample complexity of testing $k$-wise independence.

Theorem 4.2.15 (Sample Lower Bound). For $k>2$ and $\delta=o(1 / n)$, testing $k$-wise independence requires at least $|Q|=\Omega\left(\frac{1}{\delta} \cdot\left(\frac{n}{k}\right)^{\frac{k-1}{2}}\right)$ samples from the distribution.

Our lower bound result rules out the possibility of polynomial time testing algorithms for $k=$ $\omega(1)$.

Proof of Theorem 4.2.15. We will show that if the algorithm makes too few queries, then it cannot successfully distinguish between two distributions far apart with high probability. Consider the following two distributions. The first one is the uniform distribution $U_{n}$ over $\{0,1\}^{n}$. Obviously, $U_{n}$ is $k$-wise independent for all $1 \leq k \leq n$. The second distribution $U_{\mathcal{Q}}$ is a uniform distribution over a multiset $\mathcal{Q}$, where $\mathcal{Q}$ is constructed by uniformly and randomly sampling $Z=\left(\frac{0.09}{\delta}\left(\frac{n}{k}\right)^{\frac{k-1}{2}}\right)^{2} \leq 0.09^{2} \frac{M_{n, k}}{n \delta^{2}}$ times from $\{0,1\}^{n}$. By Lemma 4.2.1. with probability $1-o(1)$, $U_{\mathcal{Q}}$ is at least $\delta$-far from any $k$-wise independent distribution. Now let $\mathcal{A}$ be any algorithm that makes $Q=o(\sqrt{Z})=o\left(\frac{1}{\delta}\left(\frac{n}{k}\right)^{\frac{k-1}{2}}\right)$ queries. Let $D_{U_{n}}$ and $D_{U_{\mathcal{Q}}}$ be distributions over sample sets of size $Q$ that algorithm $\mathcal{A}$ obtains from $U_{n}$ and $U_{\mathcal{Q}}$ respectively. By the Birthday Paradox, with probability $1-o(1)$, all the strings queried from $U_{n}$ are distinct and all the strings queried from $U_{\mathcal{Q}}$ are distinct. Conditioned on this, the statistical distance between $D_{U_{n}}$ and $D_{U_{\mathcal{Q}}}$ is zero, since
both of the distributions are uniform distributions over $m$ distinct strings randomly selected from $\{0,1\}^{n}$. Therefore, $\mathcal{A}$ cannot distinguish these two distributions with success probability bounded away from $1 / 2$ by a constant. By the union bound, the total probability that $\mathcal{A}$ succeeds is at most $\frac{1}{2}+o(1)$. This concludes the proof of the theorem.

## Chapter 5

## Large Domains

In this chapter, we generalize our testing uniform $k$-wise independence results over the Boolean cube to testing uniform $k$-wise independence any finite domain. First, we prove our main upper bound result, Theorem 3.3.4, by means of orthogonal polynomials in Section 5.1. We then give another proof in Section 5.2, which generalizes the approach of Alon et al. [5] and gives slightly better bound.

### 5.1 A proof of upper bound based on orthogonal polynomials

In this section we give our first and conceptually simple proof of Theorem 3.3.4. The bound we prove here is somewhat weaker that stated in Theorem 3.3.4. The basic idea is to apply the "cut in the Fourier space and then mend in the function space" approach in [2] to Fourier expansions with discrete orthogonal real polynomials as the basis functions.

### 5.1.1 Generalized Fourier series

The discrete Fourier transform reviewed in Section 2.2 can be generalized to decompositions over any orthonormal basis of an inner product space. In particular, for the discrete function space $\mathbb{R}^{\{0, \ldots, q-1\}}$, any orthonormal basis of real functions $\left\{g_{0}(x), \ldots, g_{q-1}(x)\right\}$ with $g_{0}(x)=1$ for every
$x$ (the identity function) $\sqrt[1]{1}$ can be used in place of the standard Fourier basis $\left\{1, e^{\frac{2 \pi i x}{q}}, \ldots, e^{\frac{2 \pi i(q-1) x}{q}}\right\}$. In general, such a basis of functions may be constructed by the Gram-Schmidt process. For concreteness, we present an explicit construction based on discrete Legendre orthogonal polynomials [48], a special case of Hahn polynomials. An extensive treatment of discrete orthogonal polynomials may be found in [49]. We remark that our proof works for any set of complete orthonormal basis of real functions as long as one of the basis functions is the identity function.

For $n \geq 0$, we write $(x)_{n}:=x(x-1) \cdots(x-n+1)$ for the $n^{\text {th }}$ falling factorial of $x$. For any integer $q \geq 2$, the discrete Legendre orthogonal polynomials, $\left\{P_{a}(x ; q)\right\}_{a=0}^{q-1}$, are defined as

$$
\begin{aligned}
& P_{a}(x ; q)=\sum_{j=0}^{a}(-1)^{j}\binom{a}{j}\binom{a+j}{j} \frac{(x)_{j}}{(q-1)_{j}}, \\
& P_{a}(0 ; q)=1, \text { for all } a=0,1, \ldots, q-1
\end{aligned}
$$

These polynomials satisfy the following orthogonal properties (see, e.g., [48]):

$$
\sum_{x=0}^{q-1} P_{a}(x ; q) P_{b}(x ; q)= \begin{cases}0, & \text { if } a \neq b \\ \frac{1}{2 a+1} \frac{(q+a)_{a+1}}{(q-1)_{a}}, & \text { if } a=b\end{cases}
$$

Now we define ${ }^{2}$ a complete set of orthonormal functions $\left\{\chi_{a}^{\mathrm{OF}}(x)\right\}_{a=0}^{q-1}$ by

$$
\chi_{a}^{\mathrm{OF}}(x)=\sqrt{\frac{(2 a+1)(q)_{a+1}}{(q+a)_{a+1}}} P_{a}(x ; q)
$$

then they form a complete basis for the real functions space over $\{0,1, \ldots, q-1\}$ and satisfy the

[^12]orthogonality relation
\[

\sum_{x=0}^{q-1} \chi_{a}^{\mathrm{OF}}(x) \chi_{b}^{\mathrm{OF}}(x)= $$
\begin{cases}0, & \text { if } a \neq b \\ q, & \text { if } a=b\end{cases}
$$
\]

Because of the orthogonality relation $\sum_{x=0}^{q-1}\left|\chi_{a}^{\mathrm{OF}}(x)\right|^{2}=q$ for every $a$, we immediately have

Fact 5.1.1. For every $0 \leq a \leq q-1$ and every $x \in\{0,1, \ldots, q-1\},\left|\chi_{a}^{\mathrm{OF}}(x)\right| \leq \sqrt{q}$.

Due to the orthogonality and the completeness of the basis functions, any real function $f$ : $\{0,1, \ldots, q-1\} \rightarrow \mathbb{R}$ can be uniquely expanded in terms of $\left\{\chi_{a}^{\mathrm{OF}}(x)\right\}_{a=0}^{q-1}$ as:

$$
f(x)=\frac{1}{q} \sum_{a=0}^{q-1} \hat{f}^{\mathrm{OF}}(a) \chi_{a}^{\mathrm{OF}}(x)
$$

with the inversion formula

$$
\hat{f}^{\mathrm{OF}}(a)=\sum_{x=0}^{q-1} f(x) \chi_{a}^{\mathrm{OF}}(x)
$$

We call the expansion coefficients $\left\{\hat{f}^{\mathrm{OF}}(a)\right\}$ the generalized Fourier coefficients of $f$.
Generalizing this expansion to real functions over higher dimensional spaces is straightforward. Let $n \geq 1$ be an integer and let $f:\{0,1, \ldots, q-1\}^{n} \rightarrow \mathbb{R}$. The generalized Fourier expansion of $f$ is simply

$$
f(\boldsymbol{x})=\frac{1}{q^{n}} \sum_{\boldsymbol{a}} \hat{f}^{\mathrm{OF}}(\boldsymbol{a}) \chi_{\boldsymbol{a}}^{\mathrm{OF}}(\boldsymbol{x})
$$

with the inversion formula

$$
\hat{f}^{\mathrm{OF}}(\boldsymbol{a})=\sum_{\boldsymbol{x}} f(\boldsymbol{x}) \chi_{\boldsymbol{a}}^{\mathrm{OF}}(\boldsymbol{x})
$$

where $\chi_{\boldsymbol{a}}^{\mathrm{OF}}(\boldsymbol{x}) \stackrel{\text { def }}{=} \prod_{i=1}^{n} \chi_{a_{i}}^{\mathrm{OF}}\left(x_{i}\right)$ and satisfy the orthogonality relation $\sum_{\boldsymbol{x}} \chi_{\boldsymbol{a}}^{\mathrm{OF}}(\boldsymbol{x}) \chi_{\boldsymbol{b}}^{\mathrm{OF}}(\boldsymbol{x})= \begin{cases}0, & \text { if } \boldsymbol{a} \neq \boldsymbol{b}, \\ q^{n}, & \text { if } \boldsymbol{a}=\boldsymbol{b} .\end{cases}$
A direct consequence of the orthogonality of the basis functions $\left\{\chi_{\boldsymbol{a}}^{\mathrm{OF}}(\boldsymbol{x})\right\}$ is the following Parseval's equality

$$
\sum_{\boldsymbol{x}} f^{2}(\boldsymbol{x})=\frac{1}{q^{n}} \sum_{\boldsymbol{a}} \hat{f}^{\mathrm{OF}}(\boldsymbol{a})^{2} .
$$

It is easy to check that the following characterizations of the uniform distribution and $k$-wise independent distributions over $\{0,1, \ldots, q-1\}^{n}$ in terms of the generalized Fourier coefficients. The proofs follow directly from the orthogonality of $\left\{\chi_{\boldsymbol{a}}^{\mathrm{OF}}(\boldsymbol{x})\right\}$ and the definition of $k$-wise independence, therefore we omit them here.

Proposition 5.1.2. Let $D$ be a distribution over $\{0,1, \ldots, q-1\}^{n}$. Then $D$ is the uniform distribution if and only if for all non-zero vector $\boldsymbol{a} \in\{0,1, \ldots, q-1\}^{n}, \hat{D}^{\mathrm{OF}}(\boldsymbol{a})=0$.

Corollary 5.1.3. A distribution $D$ over $\{0,1, \ldots, q-1\}^{n}$ is $k$-wise independent if and only if for all non-zero vectors $\boldsymbol{a}$ of weight at most $k, \hat{D}^{\mathrm{OF}}(\boldsymbol{a})=0$.

### 5.1.2 Proof of Theorem 3.3.4

The basic idea of [2] is the following. Given a distribution $D$, we first operate in the Fourier space to construct a "pseudo-distribution" $D_{1}$ by setting all the first $k$-level generalized Fourier coefficients (except for the trivial Fourier coefficient) to zero. All other generalized Fourier coefficients of $D_{1}$ are the same as $D$. Generally speaking, $D_{1}$ is not going to be a distribution because it may assume negative values at some points. We then correct all these negative points by mixing $D_{1}$ with the uniform distribution with some appropriate weight. That is, we set $D^{\prime}=\frac{1}{1+w} D_{1}+\frac{w}{1+w} U$, where $U$ is the uniform distribution and $w>0$ is the weight of the uniform distribution. After such an operation, since the uniform distribution clearly has all its first $k$-level generalized Fourier coefficients equal to zero and due to linearity of the generalized Fourier transform, we maintain that all the first $k$-level generalized Fourier coefficients of $D^{\prime}$ are still zero; on the other hand, we increase the weights at negative points so that they now assume non-negative values in $D^{\prime}$.

Bounding the total statistical distance between $D$ and $D^{\prime}$ then offers an upper bound on the distance between $D$ and $k$-wise independence.

Let $D:\{0,1, \ldots, q-1\}^{n} \rightarrow \mathbb{R}^{\geq 0}$ be a distribution, that is, $D(\boldsymbol{x}) \geq 0$ for all $\boldsymbol{x}$ and $\sum_{\boldsymbol{x}} D(\boldsymbol{x})=$ 1. First we define a real function $D_{1}:\{0,1, \ldots, q-1\}^{n} \rightarrow \mathbb{R}$ by explicitly specifying all its generalized Fourier coefficients:

$$
\hat{D}_{1}^{\mathrm{OF}}(\boldsymbol{a})= \begin{cases}0, & \text { if } 0<\mathrm{wt}(\boldsymbol{a}) \leq k \\ \hat{D}^{\mathrm{OF}}(\boldsymbol{a}), & \text { otherwise }\end{cases}
$$

We call $D_{1}$ a "pseudo-distribution" because $D_{1}$ may assume negative values at some points in the domain, which are called the holes in $D_{1}$. Note that since $\hat{D}_{1}^{\mathrm{OF}}(\mathbf{0})=\hat{D}^{\mathrm{OF}}(\mathbf{0})=1$, we have $\sum_{\boldsymbol{x}} D_{1}(\boldsymbol{x})=1$. So the only difference between $D_{1}$ and a distribution is these holes. The following lemma bounds the maximum depth of the holes in $D_{1}$.

Lemma 5.1.4. Let $h$ be the maximum depth of the holes in $D_{1}$, then

$$
h \leq \frac{q^{k / 2}}{q^{n}} \sum_{0<\mathrm{wt}(\boldsymbol{a}) \leq k}\left|\hat{D}^{\mathrm{OF}}(\boldsymbol{a})\right|
$$

Proof. From the upper bound in Fact 5.1.1, it follows that $\left|\chi_{\boldsymbol{a}}^{\mathrm{OF}}(\boldsymbol{x})\right| \leq q^{k / 2}$ if the weight of $\boldsymbol{a}$ is at most $k$. Now since $D(\boldsymbol{x}) \geq 0$ for every $\boldsymbol{x}$ in the domain and $D_{1}$ is obtained by cutting off all the first $k$ level generalized Fourier coefficients of $D$, by linearity of the generalized Fourier expansion,

$$
D_{1}(\boldsymbol{x})=D(\boldsymbol{x})-\frac{1}{q^{n}} \sum_{0<\mathrm{wt}(\boldsymbol{a}) \leq k} \hat{D}^{\mathrm{OF}}(\boldsymbol{a}) \chi_{\boldsymbol{a}}^{\mathrm{OF}}(\boldsymbol{x})
$$

Therefore, for all $\boldsymbol{x}$ with $D_{1}(\boldsymbol{x})<0, \frac{1}{q^{n}} \sum_{0<\mathrm{wt}(\boldsymbol{a}) \leq k} \hat{D}^{\mathrm{OF}}(\boldsymbol{a}) \chi_{\boldsymbol{a}}^{\mathrm{OF}}(\boldsymbol{x})>0$, so we can upper bound
the depth of every hole as

$$
\begin{aligned}
\left|D_{1}(\boldsymbol{x})\right| & =\left|\frac{1}{q^{n}} \sum_{0<\mathrm{wt}(\boldsymbol{a}) \leq k} \hat{D}^{\mathrm{OF}}(\boldsymbol{a}) \chi_{\boldsymbol{a}}^{\mathrm{OF}}(\boldsymbol{x})-D(\boldsymbol{x})\right| \\
& \leq\left|\frac{1}{q^{n}} \sum_{0<\mathrm{wt}(\boldsymbol{a}) \leq k} \hat{D}^{\mathrm{OF}}(\boldsymbol{a}) \chi_{\boldsymbol{a}}^{\mathrm{OF}}(\boldsymbol{x})\right| \\
& \leq \frac{q^{k / 2}}{q^{n}} \sum_{0<\mathrm{wt}(\boldsymbol{a}) \leq k}\left|\hat{D}^{\mathrm{OF}}(\boldsymbol{a})\right|
\end{aligned}
$$

The following lemma bounds the $\ell_{1}$-distance between a function and its convex combination with other distributions.

Lemma 5.1.5 ([2]). Let $f$ be a real function defined over $\{0,1, \ldots, q-1\}^{n}$ such that $\sum_{\boldsymbol{x}} f(\boldsymbol{x})=$ 1. Let $D_{1}, \ldots, D_{\ell}$ be distributions over the same domain and suppose there exist non-negative real numbers $w_{1}, \ldots, w_{\ell}$ such that $D^{\prime} \stackrel{\text { def }}{=} \frac{1}{1+\sum_{i=1}^{\ell} w_{i}}\left(f+\sum_{i=1}^{\ell} w_{i} D_{i}\right)$ is non-negative for all $\boldsymbol{x} \in$ $\{0,1, \ldots, q-1\}^{n}$. Then $\sum_{\boldsymbol{x}}\left|f(\boldsymbol{x})-D^{\prime}(\boldsymbol{x})\right| \leq 2 \sum_{i=1}^{\ell} w_{i}$.

Now we can mix $D_{1}$ with the uniform distribution $U$ over $\{0,1, \ldots, q-1\}^{n}$ of weight $q^{n} h$ (recall that $U(\boldsymbol{x})=1 / q^{n}$ for every $\boldsymbol{x}$ in $\{0,1, \ldots, q-1\}^{n}$ ) to obtain a distribution $D^{\prime}$, that is,

$$
D^{\prime} \stackrel{\text { def }}{=} \frac{1}{1+q^{n} h} D_{1}+\frac{q^{n} h}{1+q^{n} h} U .
$$

Then $D^{\prime}$ is non-negative at every point in the domain and $D^{\prime}$ has all its first $k$-level generalized Fourier coefficients equal to zero. Thus $D^{\prime}$ is a $k$-wise independent distribution by Corollary 5.1.3. Furthermore, by Lemma 5.1.5.

$$
\sum_{\boldsymbol{x}}\left|D_{1}(\boldsymbol{x})-D^{\prime}(\boldsymbol{x})\right| \leq 2 q^{n} h \leq 2 q^{k / 2} \sum_{0<\mathrm{wt}(\boldsymbol{a}) \leq k}\left|\hat{D}^{\mathrm{OF}}(\boldsymbol{a})\right| .
$$

By Parseval's equality, $\sum_{\boldsymbol{x}}\left|D(\boldsymbol{x})-D_{1}(\boldsymbol{x})\right|^{2}=\frac{1}{q^{n}} \sum_{0<\mathrm{wt}(\boldsymbol{a}) \leq k}\left|\hat{D}^{\mathrm{OF}}(\boldsymbol{a})\right|^{2}$. Combining this
with Cauchy-Schwarz inequality yields

$$
\sum_{\boldsymbol{x}}\left|D(\boldsymbol{x})-D_{1}(\boldsymbol{x})\right| \leq \sqrt{\sum_{0<\mathrm{wt}(\boldsymbol{a}) \leq k}\left|\hat{D}^{\mathrm{OF}}(\boldsymbol{a})\right|^{2}}
$$

Now the distance between $D$ and $k$-wise independence can be upper bounded as

$$
\begin{aligned}
\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right) & \leq \Delta\left(D, D^{\prime}\right) \\
& =\frac{1}{2} \sum_{\boldsymbol{x}}\left|D(\boldsymbol{x})-D^{\prime}(\boldsymbol{x})\right| \\
& \leq \frac{1}{2} \sum_{\boldsymbol{x}}\left|D(\boldsymbol{x})-D_{1}(\boldsymbol{x})\right|+\frac{1}{2} \sum_{\boldsymbol{x}}\left|D_{1}(\boldsymbol{x})-D^{\prime}(\boldsymbol{x})\right| \quad \text { (by the triangle inequality) } \\
& \leq \frac{1}{2} \sqrt{\sum_{0<\mathrm{wt}(\boldsymbol{a}) \leq k}\left|\hat{D}^{\mathrm{OF}}(\boldsymbol{a})\right|^{2}}+q^{k / 2} \sum_{0<\mathrm{wt}(\boldsymbol{a}) \leq k}\left|\hat{D}^{\mathrm{OF}}(\boldsymbol{a})\right| \\
& =O\left(q^{k / 2}\right) \sum_{0<\mathrm{wt}(\boldsymbol{a}) \leq k}\left|\hat{D}^{\mathrm{OF}}(\boldsymbol{a})\right| .
\end{aligned}
$$

We thus prove the following theorem

Theorem 5.1.6. Let $D$ be a distribution over $\{0,1, \ldots, q-1\}^{n}$, then

$$
\begin{equation*}
\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right) \leq O\left(q^{k / 2}\right) \sum_{0<\mathrm{wt}(\boldsymbol{a}) \leq k}\left|\hat{D}^{\mathrm{OF}}(\boldsymbol{a})\right| . \tag{5.1}
\end{equation*}
$$

## In particular,

$$
\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right) \leq O\left(q^{k / 2}\right) M(n, k, q) \max _{0<\mathrm{wt}(\boldsymbol{a}) \leq k}\left|\hat{D}^{\mathrm{OF}}(\boldsymbol{a})\right| .
$$

Remark 5.1.7. One may try to generalize the approach of discrete orthogonal polynomials to the non-uniform $k$-wise independence as well. However, this seems to require some additional new ideas and we leave it as an interesting open problem. To see the obstacle, consider the simplest one-dimensional case and let $p(x)$, for every $x \in\{0,1, \ldots, q-1\}$, be the non-uniform marginal probabilities. We need to find a complete set of orthonormal functions $\left\{\chi_{a}^{\mathrm{OF}}(x)\right\}_{a=0}^{q-1}$. On the one hand, the constraint $\hat{D}^{\mathrm{OF}}(0)=1$ for every distribution $D$ (so that the "cut and paste" method may apply) requires that $\chi_{0}^{\mathrm{OF}}(x)=1$ for every $x \in\{0,1, \ldots, q-1\}$; on the other hand, if we stick
to the characterization that $D=p$ if and only if all the non-zero Fourier coefficients of $D$ vanish, then combining this with the orthonormality of $\left\{\chi_{a}^{\mathrm{OF}}(x)\right\}_{a=0}^{q-1}$ yields that $\chi_{0}^{\mathrm{OF}}(x)=q p(x)$ for every $x$. Clearly only the uniform distribution $p(x)=1 / q$ can satisfy both conditions.

### 5.1.3 Testing algorithm analysis

Since the bound in Theorem 5.1.6 is slightly weaker than the bound in Theorem 3.3.4, we will not give a detailed analysis of the testing algorithm based on orthogonal polynomials. In fact, by combining Fact 5.1.1 with the proof of Fact 3.5.3, it is easy to see that for any $0 \leq \delta \leq 1$ and any non-zero vector $\boldsymbol{a}$ of weight at most $k$, if $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right) \leq \delta$, then $\left|\hat{D}^{\mathrm{OF}}(\boldsymbol{a})\right| \leq q^{3 / 2} \delta$. We thus have the following theorem

Theorem 5.1.8. There is an algorithm that tests the $k$-wise independence over $\{0,1, \ldots, q-1\}^{n}$ with query complexity $O\left(\frac{q^{k+2} M(n, k, q)^{2}}{\epsilon^{2}} \log (M(n, k, q))\right)$ and time complexity $O\left(\frac{q^{k+2} M(n, k, q)^{3}}{\epsilon^{2}} \log (M(n, k, q))\right)$ and satisfies the following: for any distribution $D$ over $\Sigma^{n}$, if $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right) \leq \frac{\epsilon}{3 q^{(k+3) / 2} M(n, k, q)}$, then with probability at least $2 / 3$, the algorithm accepts; if $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right)>\epsilon$, then with probability at least $2 / 3$, the algorithm rejects.

### 5.2 Uniform $k$-wise independence

We now give another proof of Theorem 3.3.4 based on the standard Fourier transform. The advantage of this approach is twofold: first it gives slightly better bound; second and more importantly, the construction of a $k$-wise independent distribution from an input distribution is explicit and this enables us to generalize it the non-uniform case. For ease of exposition, we start from the simplest case: when the domain is a prime field.

### 5.2.1 Warm-up: distributions over $\mathbb{Z}_{p}^{n}$

We begin our study with testing $k$-wise independent distributions when the alphabet size is a prime. Our main result is that in this case the distance between a distribution and $k$-wise independence
can be upper bounded by the sum of the biases (to be defined later) of the distribution, slightly generalizing an idea of Alon, Goldreich and Mansour [5] that they applied to the binary field case.

Let $D$ be a discrete distribution over $\mathbb{Z}_{p}^{n}$, where p is a prime number.
Definition 5.2.1. Let $\boldsymbol{a} \in \mathbb{Z}_{p}^{n}$ be a non-zero vector. We say $D$ is unbiased over $\boldsymbol{a}$ if $P_{\boldsymbol{a}, \ell}^{D}=1 / p$ for every $0 \leq \ell \leq p-1$. The $\operatorname{MaxBias}(\boldsymbol{a})$ of a distribution $D$ is defined to be $\operatorname{MaxBias}_{D}(\boldsymbol{a}) \stackrel{\text { def }}{=} \max _{0 \leq j<p} P_{\boldsymbol{a}, j}^{D}-$ $\frac{1}{p}$.

Note that the MaxBias is non-negative for any distribution. It is well-known that when $p$ is prime, the Fourier coefficient $\hat{D}(\boldsymbol{a})$ of a distribution $D$ over $\mathbb{Z}_{p}^{n}$ as defined by 2.3) is zero if and only if $P_{a, j}=1 / p$ for every $0 \leq j \leq p-1$. Combining this with the fact that $D$ is unbiased over $\boldsymbol{a}$ if and only if $\operatorname{MaxBias}_{D}(\boldsymbol{a})$ is zero, we thus have the following simple characterization of $k$-wise independence in terms of MaxBias.

Proposition 5.2.2. $D$ is $k$-wise independent if and only iffor all non-zero $\boldsymbol{a} \in \mathbb{Z}_{p}^{n}$ with $\mathrm{wt}(\boldsymbol{a}) \leq k$, $\operatorname{MaxBias}_{D}(\boldsymbol{a})=0$.

We say two non-zero vectors $\boldsymbol{a}$ and $\boldsymbol{b}$ are linearly dependent if there exists some $c \in \mathbb{Z}_{p}^{*}$ such that $\boldsymbol{b}=c \boldsymbol{a}$ and linearly independent if they are not linearly dependent.

Claim 5.2.3. If $\boldsymbol{a}$ and $\boldsymbol{b}$ are linearly dependent, then $\operatorname{MaxBias}_{D}(\boldsymbol{a})=\operatorname{MaxBias}_{D}(\boldsymbol{b})$.

Proof. Suppose $\operatorname{MaxBias}_{D}(\boldsymbol{a})$ is attained at $j$, i.e., $\operatorname{MaxBias}_{D}(\boldsymbol{a})=P_{\boldsymbol{a}, j}-\frac{1}{p}$. $\operatorname{Then}_{\operatorname{MaxBias}}^{D}(\boldsymbol{b}) \geq$ $P_{\boldsymbol{b}, c j}(\bmod \mathrm{p})-\frac{1}{p}=P_{\boldsymbol{a}, j}-\frac{1}{p}=\operatorname{MaxBias}_{D}(\boldsymbol{a})$. Similarly, since $c^{-1}$ exists, we also have $\operatorname{MaxBias}_{D}(\boldsymbol{a}) \geq \operatorname{MaxBias}_{D}(\boldsymbol{b})$. It follows that $\operatorname{MaxBias}_{D}(\boldsymbol{a})=\operatorname{MaxBias}_{D}(\boldsymbol{b})$.

For each $\boldsymbol{a} \in \mathbb{Z}_{p}^{n}$ there are $p-2$ other vectors (namely, by taking $c=2, \ldots, p-1$ ) that are linearly dependent with $\boldsymbol{a}$.

Lemma 5.2.4. Let $\boldsymbol{a}, \boldsymbol{b} \in \mathbb{Z}_{p}^{n}$ be two non-zero, linearly independent vectors, then for any $0 \leq$ $r_{a}, r_{b} \leq p-1$,

$$
\operatorname{Pr}_{\boldsymbol{x} \in \mathbb{Z}_{p}^{n}}\left[\sum_{i=1}^{n} a_{i} x_{i} \equiv r_{a}(\bmod \mathrm{p}) \wedge \sum_{i=1}^{n} b_{i} x_{i} \equiv r_{b}(\bmod \mathrm{p})\right]=\frac{1}{p^{2}}
$$

Proof. This follows from the well-known fact that the number of solutions to a system of 2 linearly independent linear equations over $\mathbb{Z}_{p}$ in $n$ variables is $p^{n-2}$, independent of the vectors of free coefficients.

Definition 5.2.5 (Strong Orthogonality). Let $\boldsymbol{a}$ and $\boldsymbol{b}$ be two non-zero vectors in $\mathbb{Z}_{p}^{n}$. We say $\boldsymbol{a}$ is strongly orthogonal to $\boldsymbol{b}$ if $U_{\boldsymbol{a}, j}$ is unbiased over $\boldsymbol{b}$ for every $0 \leq j \leq p-1$. That is, $\operatorname{Pr}_{\boldsymbol{X} \sim U_{a, j}}[\boldsymbol{b} \cdot \boldsymbol{X} \equiv \ell(\bmod \mathrm{p})]=1 / p$, for all $0 \leq j, \ell \leq p-1$.

Corollary 5.2.6. Let a be a non-zero vector in $\mathbb{Z}_{p}^{n}$ and $\boldsymbol{b}$ be another non-zero vector that is linearly independent of $\boldsymbol{a}$. Then $\boldsymbol{a}$ is strongly orthogonal to $\boldsymbol{b}$.

Proof. Clearly we have $\left|S_{\boldsymbol{a}, j}\right|=p^{n-1}$ for all non-zero $\boldsymbol{a}$ and all $j$. Then by Lemma 5.2.4, the $p^{n-1}$ points in $S_{\boldsymbol{a}, j}$ are uniformly distributed over each of the $p$ sets $S_{\boldsymbol{b}, \ell}, 0 \leq \ell \leq p-1$.

Now we are ready to prove the following main result of this section.
Theorem 5.2.7. Let $D$ be a distribution over $\mathbb{Z}_{p}^{n}$. Then $\Delta\left(D, \mathcal{D}_{k w i}\right) \leq \frac{p}{p-1} \sum_{0<\mathrm{wt}(\boldsymbol{a}) \leq k} \operatorname{MaxBias}_{D}(\boldsymbol{a})$.
Note that this generalizes the result of [5] for $\operatorname{GF}(2)$ to $\mathrm{GF}(\mathrm{p})$ for any prime $p$. When $p=2$, we recover the same (implicit) bound there (our MaxBias is exactly half of their "Bias").

We first give a brief overview of the proof. We are going to prove Theorem 5.2.7 by constructing a $k$-wise independent distribution that is close to $D$. Generalizing the approach in [5], we start from $D$, step by step, zeroing-out $\operatorname{MaxBias}_{D}(\boldsymbol{a})$ for every non-zero vector $\boldsymbol{a}$ of weight at most $k$. By Proposition 5.2.2, the resulting distribution will be a $k$-wise independent one. At each step, we pick any $\boldsymbol{a}$ with $\operatorname{MaxBias}_{D}(\boldsymbol{a})>0$. To zero-out $\operatorname{Max}^{\operatorname{Bax}} \operatorname{Dias}_{D}(\boldsymbol{a})$, we apply a convex combination between the old distribution and some carefully chosen distribution to get a new distribution. By the strong orthogonality between linearly independent vectors (c.f. Corollary 5.2.6), if for every $0 \leq j \leq q-1$, we mix with $D$ the uniform distribution over all strings in $S_{a, j}$ with some appropriate weight (this weight can be zero), we will not only zero-out the MaxBias at $\boldsymbol{a}$ but also guarantee that for any $\boldsymbol{b}$ that is linearly independent from $\boldsymbol{a}, \operatorname{MaxBias}_{D}(\boldsymbol{b})$ is not going to increase (therefore the MaxBias of all zeroed-out vectors will remain zero throughout the correcting steps). This enables us to repeat the zeroing-out process for all other vectors of weight at most $k$ and finally obtain a $k$-wise independent distribution.

Proof of Theorem 5.2.7. First we partition all the non-zero vectors of weight at most $k$ into families of linearly dependent vectors, say $F_{1}, F_{2}, \ldots$, etc. Pick any vector $\boldsymbol{a}$ from $F_{1}$. If $\operatorname{MaxBias}{ }_{D}(\boldsymbol{a})=0$, we move on to the next family of vectors. Now suppose $\operatorname{MaxBias}_{D}(\boldsymbol{a})>0$, and without loss of generality, assume that $P_{\boldsymbol{a}, 0} \leq P_{\boldsymbol{a}, 1} \leq \cdots \leq P_{\boldsymbol{a}, p-1}$. Let $\epsilon_{j}=P_{\boldsymbol{a}, j}-\frac{1}{p}$. Since $\sum_{j=0}^{p-1} P_{\boldsymbol{a}, j}=1$, we have $\epsilon_{0}+\cdots+\epsilon_{p-1}=0$. Also note that $\operatorname{MaxBias}_{D}(\boldsymbol{a})=\epsilon_{p-1}$.

Now we define a new distribution $D^{\prime}$ as

$$
D^{\prime}=\frac{1}{1+\epsilon} D+\frac{\epsilon_{p-1}-\epsilon_{0}}{1+\epsilon} U_{a, 0}+\cdots+\frac{\epsilon_{p-1}-\epsilon_{p-2}}{1+\epsilon} U_{\boldsymbol{a}, p-2}
$$

where $\epsilon=\left(\epsilon_{p-1}-\epsilon_{0}\right)+\cdots+\left(\epsilon_{p-1}-\epsilon_{p-2}\right)$. Now by the triangle inequality,

$$
\begin{aligned}
\Delta\left(D, D^{\prime}\right) & \leq \epsilon=\left(\epsilon_{p-1}-\epsilon_{0}\right)+\cdots+\left(\epsilon_{p-1}-\epsilon_{p-2}\right) \\
& =p \epsilon_{p-1}=p \operatorname{MaxBias}_{D}(\boldsymbol{a})
\end{aligned}
$$

It is easy to check that $\operatorname{MaxBias}_{D^{\prime}}(\boldsymbol{a})=0$, since for every $0 \leq j \leq p-1$,

$$
\begin{aligned}
P_{\boldsymbol{a}, j}^{D^{\prime}} & =\frac{1}{1+\epsilon} P_{a, j}^{D}+\frac{\epsilon_{p-1}-\epsilon_{j}}{1+\epsilon} \\
& =\frac{1}{1+\epsilon}\left(P_{\boldsymbol{a}, j}^{D}+\epsilon_{p-1}-\epsilon_{j}\right) \\
& =\frac{1}{1+\epsilon}\left(\epsilon_{p-1}+\frac{1}{p}\right) \\
& =\frac{1}{p} \quad\left(\text { because } \epsilon=p \epsilon_{p-1}\right) .
\end{aligned}
$$

Moreover, due to Corollary 5.2.6 and the fact that $U_{\boldsymbol{a}, j}$ is unbiased over $\boldsymbol{b}$ for every $0 \leq j<p$, we have for any vector $\boldsymbol{b}$ that is not in the same family with $\boldsymbol{a}$ (i.e., in $F_{2}, \ldots$, etc.),

$$
\operatorname{MaxBias}_{D^{\prime}}(\boldsymbol{b})=\frac{1}{1+\epsilon} \operatorname{MaxBias}_{D}(\boldsymbol{b}) \leq \operatorname{MaxBias}_{D}(\boldsymbol{b})
$$

In particular, if $\operatorname{MaxBias}_{D}(\boldsymbol{b})$ is zero, then after zeroing-out the bias at $\boldsymbol{a}, \operatorname{MaxBias}_{D^{\prime}}(\boldsymbol{b})$ remains zero.

Note that once we zero-out the MaxBias over $\boldsymbol{a}$, then by Claim 5.2.3, the biases over all other
$p-2$ vectors in $F_{1}$ vanish as well (that is, we only need to perform one zeroing-out for the $p-1$ vectors in the same family). Repeating this process for all other families of vectors, we reach a distribution $D_{f}$ that is unbiased over all vectors of weight at most $k$. By Proposition 5.2.2 $D_{f}$ is $k$-wise independent and the distance between $D_{f}$ and $D$ is at most as claimed in the theorem.

### 5.2.2 Distributions over $\mathbb{Z}_{q}^{n}$

We now address the main problem of this section, that is, robust characterization of $k$-wise independent distributions over domains of the form $\mathbb{Z}_{q}^{n}$ when $q$ is composite. A straightforward application of the method for the prime fields case breaks down for general commutative rings because the strongly orthogonal condition in Corollary 5.2.6 does not hold, even if the two vectors are linearly independent. Recall that a distribution $D$ over $\mathbb{Z}_{q}^{n}$ is $k$-wise independent if and only if for all non-zero vectors $\boldsymbol{a}$ of weight at most $k, \hat{D}(\boldsymbol{a})=0$. Our main technical result in this section is to show, analogous to the prime field case, for a distribution $D$ over the general domain $\mathbb{Z}_{q}^{n}$, the following holds: for every non-zero vector $\boldsymbol{a}$ of weight at most $k$, there exists a (small-weight) distribution such that mixing it with $D$ zeroes-out the Fourier coefficient at $\boldsymbol{a}$ and does not increase the Fourier coefficient at any other vector.

Unless stated otherwise, all arithmetic operations in this section are performed modulo $q$; for instance, we write $\boldsymbol{a}=\boldsymbol{b}$ to mean that $a_{i} \equiv b_{i}(\bmod q)$ for each $1 \leq i \leq n$.

Definition 5.2.8 (Prime Vectors). Let $\boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right)$ be a non-zero vector in $\mathbb{Z}_{q}^{n}$. $\boldsymbol{a}$ is called a prime vector if $\operatorname{gcd}\left(a_{1}, \ldots, a_{n}\right)=1$. If $\boldsymbol{a}$ is a prime vector, then we refer to the set of vectors $\{2 \boldsymbol{a}, \ldots,(q-1) \boldsymbol{a}\}$ (note that all these vectors are distinct) as the multiples of $\boldsymbol{a}$. A prime vector and its multiples are collectively referred to as a family of vectors.

Note that families of vectors do not form a partition of the set of all the vectors. For example when $n=2$ and $q=6$, vector $(4,0)$ is a multiple of both $(1,0)$ and $(2,3)$, but the latter two are not multiples of each other. Furthermore, there can be more than one prime vector in a family of vectors, e.g., for $q=6$ again, $(2,3)$ and $(4,3)$ are multiples while they are both prime vectors.

Recall that we use $S_{\boldsymbol{a}, j}$ to denote the set $\left\{\boldsymbol{x} \in \mathbb{Z}_{q}^{n}: \sum_{i=1}^{n} a_{i} x_{i} \equiv j(\bmod q)\right\}$.

Proposition 5.2.9. If $\boldsymbol{a}$ is a prime vector, then $\left|S_{\boldsymbol{a}, j}\right|=q^{n-1}$ for any $0 \leq j \leq q-1$.

Proof. Since $\operatorname{gcd}\left(a_{1}, \ldots, a_{n}\right)=1$, there exist integers $z_{1}, \ldots, z_{n}$ such that $a_{1} z_{1}+\cdots+a_{n} z_{n}=1$. Note that for any $\boldsymbol{z} \in \mathbb{Z}_{q}^{n}$ the map $h_{\boldsymbol{z}}(\boldsymbol{x})=\boldsymbol{x}+\boldsymbol{z}$ is injective. Now if $\boldsymbol{x} \in S_{\boldsymbol{a}, 0}$, then $h_{\boldsymbol{z}}(\boldsymbol{x})=$ $\left(x_{1}+z_{1}, \ldots, x_{n}+z_{n}\right) \in S_{\boldsymbol{a}, 1}$. Therefore $\left|S_{\boldsymbol{a}, 0}\right| \leq\left|S_{\boldsymbol{a}, 1}\right|$. Similarly we have $\left|S_{\boldsymbol{a}, 1}\right| \leq\left|S_{\boldsymbol{a}, 2}\right| \leq$ $\cdots \leq\left|S_{a, q-1}\right| \leq\left|S_{a, 0}\right|$. Since the sets $S_{a, 0}, \ldots, S_{a, q-1}$ form a partition of $\mathbb{Z}_{q}^{n}$, it follows that $\left|S_{a, 0}\right|=\left|S_{a, 1}\right|=\cdots=\left|S_{a, q-1}\right|=q^{n-1}$.

## Linear systems of congruences

A linear system of congruences is a set of linear modular arithmetic equations in some variables. We will be particularly interested in the case when all modular arithmetic equations are modulo $q$. If the number of variables is $k$, then a solution to the system of congruences is a vector in $\mathbb{Z}_{q}^{k}$. Two solutions $\boldsymbol{x}, \boldsymbol{x}^{\prime}$ in $\mathbb{Z}_{q}^{k}$ are congruent to each other if $\boldsymbol{x}=\boldsymbol{x}^{\prime}$ (i.e. $x_{i} \equiv x_{i}^{\prime}(\bmod q)$ for every $1 \leq i \leq k$ ) and incongruent otherwise.

We record some useful results on linear systems of congruences in this section. For more on this, the interested reader is referred to [35] and [60]. These results will be used in the next section to show some important orthogonality properties of vectors in $\mathbb{Z}_{q}^{n}$. In this section, all matrices are integer-valued. Let $M$ be a $k \times n$ matrix with $k \leq n$. The greatest divisor of $M$ is the greatest common divisor (gcd) of the determinants of all $k \times k$ sub-matrices of $M . M$ is a prime matrix if the greatest divisor of $M$ is 1 .

Lemma 5.2.10 ([60]). Let $M$ be a $(k+1) \times n$ matrix. If the sub-matrix consisting of the first $k$ rows of $M$ is a prime matrix and $M$ has greatest divisor $d$, then there exist integers $u_{1}, \ldots, u_{k}$ such that for every $1 \leq j \leq n$,

$$
u_{1} M_{1, j}+u_{2} M_{2, j}+\ldots+u_{k} M_{k, j} \equiv M_{k+1, j}(\bmod \mathrm{~d})
$$

Consider the following system of linear congruent equations:

$$
\left\{\begin{array}{c}
M_{1,1} x_{1}+M_{1,2} x_{2}+\cdots+M_{1, n} x_{n} \equiv M_{1, n+1}(\bmod q)  \tag{5.2}\\
\vdots \\
\vdots \\
M_{k, 1} x_{1}+M_{k, 2} x_{2}+\cdots+M_{k, n} x_{n} \equiv M_{k, n+1}(\bmod q) .
\end{array}\right.
$$

Let $M$ denote the $k \times n$ matrix consisting of the coefficients of the linear system of equations and let $\tilde{M}$ denote the corresponding augmented matrix of $M$, that is, the $k \times(n+1)$ matrix with one extra column consisting of the free coefficients.

Definition 5.2.11. Let $M$ be the coefficient matrix of (5.2) and $\tilde{M}$ be the augmented matrix of $M$. Suppose $k<n$ so that system (5.2) is a defective system of equations. Define $Y_{k}, Y_{k-1}, \ldots, Y_{1}$, respectively, to be the greatest common divisors of the determinants of all the $k \times k,(k-1) \times$ $(k-1), \ldots, 1 \times 1$, respectively, sub-matrices of $M$. Analogously define $Z_{k}, Z_{k-1}, \ldots, Z_{1}$ for the augmented matrix $\tilde{M}$. Also we set $Y_{0}=1$ and $Z_{0}=1$. Finally let $s=\prod_{j=1}^{k} \operatorname{gcd}\left(q, \frac{Y_{j}}{Y_{j-1}}\right)$ and $t=\prod_{j=1}^{k} \operatorname{gcd}\left(q, \frac{Z_{j}}{Z_{j-1}}\right)$.

The following Theorem of Smith gives the necessary and sufficient conditions for a system of congruent equations to have solutions.

Theorem 5.2.12 ([60]). If $k<n$, then the (defective) linear system of congruences (5.2) has solutions if and only if $s=t$. Moreover, if this condition is met, the number of incongruent solutions is $s q^{n-k}$.

## Weak orthogonality between families of vectors

To generalize the proof idea of the $\mathrm{GF}(2)$ case (and also the prime field case studied in Section 5.2.1) to commutative rings $\mathbb{Z}_{q}$ for arbitrary $q$, it seems crucial to relax the requirement that linearly independent vectors are strongly orthogonal. Rather, we introduce the notion of weak orthogonality between a pair of vectors.

Definition 5.2.13 (Weak Orthogonality). Let $\boldsymbol{a}$ and $\boldsymbol{b}$ be two non-zero vectors in $\mathbb{Z}_{q}^{n}$. We say $\boldsymbol{a}$ is weakly orthogonal to $\boldsymbol{b}$ if for all $0 \leq j \leq q-1, \hat{U}_{\boldsymbol{a}, j}(\boldsymbol{b})=0$.

Remark 5.2.14. Note that in general weak orthogonality is not a symmetric relation, that is, $\boldsymbol{a}$ is weakly orthogonal to $\boldsymbol{b}$ does not necessarily imply that $\boldsymbol{b}$ is weakly orthogonal to $\boldsymbol{a}$. Also note that strong orthogonality implies weak orthogonality while the converse is not necessarily true. In particular, strong orthogonality does not hold in general for linearly independent vectors in $\mathbb{Z}_{q}^{n}$. However, for our purpose of constructing $k$-wise independent distributions, weak orthogonality between pairs of vectors suffices.

The following lemma is the basis of our upper bound on the distance between a distribution and $k$-wise independence. This lemma enables us to construct a small-weight distribution using an appropriate convex combination of $\left\{U_{a, j}\right\}_{j=0}^{q-1}$, which on the one hand zeroes-out all the Fourier coefficients at $\boldsymbol{a}$ and its multiple vectors, on the other hand has zero Fourier coefficient at all other vectors. The proof of the Lemma 5.2.15 relies crucially on the results in Section 5.2.2 about linear system of congruences.

Lemma 5.2.15. Let $\boldsymbol{a}$ be a non-zero prime vector and $\boldsymbol{b}$ any non-zero vector that is not $a$ multiple of $\boldsymbol{a}$. Then $\boldsymbol{a}$ is weakly orthogonal to $\boldsymbol{b}$.

Proof. Consider the following system of linear congruences:

$$
\left\{\begin{array}{l}
a_{1} x_{1}+a_{2} x_{2}+\cdots+a_{n} x_{n} \equiv a_{0}(\bmod q)  \tag{5.3}\\
b_{1} x_{1}+b_{2} x_{2}+\cdots+b_{n} x_{n} \equiv b_{0}(\bmod q)
\end{array}\right.
$$

Following our previous notation, let $M=\left[\begin{array}{cccc}a_{1} & a_{2} & \cdots & a_{n} \\ b_{1} & b_{2} & \cdots & b_{n}\end{array}\right]$ and $\tilde{M}=\left[\begin{array}{lllll}a_{1} & a_{2} & \cdots & a_{n} & a_{0} \\ b_{1} & b_{2} & \cdots & b_{n} & b_{0}\end{array}\right]$. Since $\boldsymbol{a}$ is a prime vector, $Y_{1}=Z_{1}=1$. We next show that if $\boldsymbol{b}$ is not a multiple of $\boldsymbol{a}$, then $Y_{2}$ can not be a multiple of $q$.
Claim 5.2.16. Let $\boldsymbol{a}$ be a prime vector and let $M=\left[\begin{array}{llll}a_{1} & a_{2} & \cdots & a_{n} \\ b_{1} & b_{2} & \cdots & b_{n}\end{array}\right]$. The determinants of all $2 \times 2$ sub-matrices of $M$ are congruent to 0 modulo $q$ if and only if $\boldsymbol{a}$ and $\boldsymbol{b}$ are multiple vectors.

Proof. If $\boldsymbol{a}$ and $\boldsymbol{b}$ are multiple vectors, then it is clear that the determinants of all the sub-matrices are congruent to 0 modulo $q$. For the only if direction, all we need to prove is that $\boldsymbol{b}=c \boldsymbol{a}$ for some
integer $c$. First suppose that the determinants of all $2 \times 2$ sub-matrices of $M$ are 0 . Then it follows that $\frac{b_{1}}{a_{1}}=\cdots=\frac{b_{n}}{a_{n}}=c$. If $c$ is an integer then we are done. If $c$ is not an integer, then $c=\frac{u}{v}$, where $u, v$ are integers and $\operatorname{gcd}(u, v)=1$. But this implies $v \mid a_{i}$ for every $1 \leq i \leq n$, contradicting our assumption that $\boldsymbol{a}$ is a prime vector. Now if not all of the determinants are 0 , it must be the case that the greatest common divisor of the determinants of all $2 \times 2$ sub-matrices, say $d^{\prime}$, is a multiple of $q$. By Lemma 5.2.10, there is an integer $c$ such that $c a_{i} \equiv b_{i}\left(\bmod \mathrm{~d}^{\prime}\right)$ for every $1 \leq i \leq n$. Consequently, $b_{i} \equiv c a_{i}(\bmod q)$ for every $i$ and hence $\boldsymbol{b}$ is a multiple of $\boldsymbol{a}$.

Let $d=\operatorname{gcd}\left(q, Y_{2}\right)$. Clearly $1 \leq d \leq q$ and according to Claim5.2.16, $d \neq q$ so $d \mid q$. Applying Theorem 5.2.12 with $k=2$ to (5.3), the two linear congruences are solvable if and only if $d=$ $\operatorname{gcd}\left(q, Y_{2}\right)=\operatorname{gcd}\left(q, Z_{2}\right)$. If this is the case, the total number of incongruent solutions is $d q^{n-2}$. Furthermore, if we let $h$ denote the greatest common divisor of the determinants of all $2 \times 2$ submatrices of $\tilde{M}$, then $d \mid h$. By Lemma 5.2.10, there is an integer $u$ such that $b_{0} \equiv u a_{0}(\operatorname{modh})$. It follows that $d \mid\left(b_{0}-u a_{0}\right)$. Let us consider a fixed $a_{0}$ and write $\ell_{0}=u a_{0}(\bmod d)$. Since $\boldsymbol{a}$ is a prime vector, by Proposition 5.2.9, there are in total $q^{n-1}$ solutions to 5.3. But for any fixed $b_{0}$ that has solutions to (5.3), there must be $d q^{n-2}$ solutions to (5.3) and in addition $d \mid q$. Since there are exactly $q / d b_{0}$ 's in $\{0, \ldots, q-1\}$, we conclude that (5.3) has solutions for $b_{0}$ if and only if $b_{0}=\ell_{0}+d \ell$, where $\ell_{0}$ is some constant and $\ell=0, \ldots, \frac{q}{d}-1$. Finally we have

$$
\begin{align*}
\hat{U}_{\boldsymbol{a}, j}(\boldsymbol{b}) & =\sum_{\boldsymbol{x} \in \mathbb{Z}_{q}^{n}} U_{\boldsymbol{a}, j}(\boldsymbol{x}) e^{\frac{2 \pi i}{q} \boldsymbol{b} \cdot \boldsymbol{x}}=\frac{1}{q^{n-1}} \sum_{a \cdot \boldsymbol{x} \equiv j(\bmod q)} e^{\frac{2 \pi i}{q} \boldsymbol{b} \cdot \boldsymbol{x}} \\
& =\frac{d}{q} \sum_{b_{0}: b_{0}=\ell_{0}+d \ell} e^{\frac{2 \pi i}{q} b_{0}}=0 . \tag{byFact2.2.2}
\end{align*}
$$

This finishes the proof of Lemma 5.2.15

## Correcting the Fourier coefficients of multiple vectors

Now we show how to zero-out a distribution's Fourier coefficient at every vector in a family. Let $D$ be a distribution over $\mathbb{Z}_{q}^{n}$. By (2.3), for every $1 \leq \ell \leq q-1$, the Fourier coefficient of a vector $\ell \boldsymbol{a}$ can be rewritten as $\hat{D}(\ell \boldsymbol{a})=\sum_{j=0}^{q-1} P_{\boldsymbol{a}, j} e^{\frac{2 \pi i}{q} \ell j}$. Recall that $\operatorname{MaxBias}(\boldsymbol{a})=\max _{0 \leq j \leq q-1} P_{\boldsymbol{a}, j}-\frac{1}{q}$.

Claim 5.2.17. We have that $\operatorname{MaxBias}(\boldsymbol{a}) \leq \frac{1}{q} \sum_{\ell=1}^{q-1}|\hat{D}(\ell \boldsymbol{a})|$.
Proof. Since $\hat{D}(\ell \boldsymbol{a})=\sum_{j=0}^{q-1} P_{\boldsymbol{a}, j} e^{\frac{2 \pi i}{q} \ell j}$, by the inverse Fourier transform (2.2), for every $0 \leq j \leq$ $q-1$,

$$
P_{\boldsymbol{a}, j}=\frac{1}{q} \sum_{\ell=0}^{q-1} \hat{D}(\ell \boldsymbol{a}) e^{-\frac{2 \pi i}{q} \ell j} .
$$

Since $\hat{D}(0)=1$, we have for every $0 \leq j \leq q-1$,

$$
\begin{aligned}
\left|P_{\boldsymbol{a}, j}-\frac{1}{q}\right| & =\frac{1}{q}\left|\sum_{\ell=1}^{q-1} \hat{D}(\ell \boldsymbol{a}) e^{-\frac{2 \pi i}{q} \ell j}\right| \\
& \leq \frac{1}{q} \sum_{\ell=1}^{q-1}\left|\hat{D}(\ell \boldsymbol{a}) e^{-\frac{2 \pi i}{q} \ell j}\right| \leq \frac{1}{q} \sum_{\ell=1}^{q-1}|\hat{D}(\ell \boldsymbol{a})| .
\end{aligned}
$$

Now we are ready to prove the main theorem of this section.

Theorem 3.3.4. Let $D$ be a distribution over $\mathbb{Z}_{q}^{n}$, then ${ }^{3}$

$$
\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right) \leq \sum_{0<\mathrm{wt}(\boldsymbol{a}) \leq k}|\hat{D}(\boldsymbol{a})|
$$

In particular, $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right) \leq M(n, k, q) \max _{0<\mathrm{wt}(\boldsymbol{a}) \leq k}|\hat{D}(\boldsymbol{a})|$.
Proof. Let $\boldsymbol{a}$ be a prime vector and $\hat{D}(\boldsymbol{a}), \hat{D}(\mathbf{2 a}), \ldots, \hat{D}((q-1) \boldsymbol{a})$ be the Fourier coefficients of $\boldsymbol{a}$ and all the multiples of $\boldsymbol{a}$. Now construct a new distribution $D^{\prime}$ over $\mathbb{Z}_{q}^{n}$ as

$$
D^{\prime}=\frac{1}{1+\epsilon} D+\frac{1}{1+\epsilon} \sum_{j=0}^{q-1} v(j) U_{\boldsymbol{a}, j}
$$

where $\epsilon=\sum_{j=0}^{q-1} v(j)$ and $\{v(j)\}_{j=0}^{q-1}$ are a set of non-negative real numbers that will be specified later. It is easy to check that $D^{\prime}$ is indeed a distribution. Moreover, by Lemma 5.2.15 and linearity

[^13]
## Test-Uniform-KWI $(D, k, q, \epsilon)$

1. Sample $D$ independently $O\left(\frac{q^{2} M(n, k, q)^{2}}{\epsilon^{2}} \log (M(n, k, q))\right)$ times to obtain a set $Q$
2. For every non-zero vector $\boldsymbol{a}$ of weight at most $k$, use $Q$ to estimate $\hat{D}(\boldsymbol{a})$
3. If $\max _{\boldsymbol{a}}|\hat{D}(\boldsymbol{a})| \leq \frac{2 \epsilon}{3 M(n, k, q)}$, return "Accept"; else return "Reject"

Figure 5-1: Algorithm for testing if a distribution $D$ over $\Sigma^{n}$ is uniform $k$-wise independent.
of the Fourier transform, for every $\boldsymbol{b}$ that is not a multiple of $\boldsymbol{a}$,

$$
\left|\hat{D}^{\prime}(\boldsymbol{b})\right|=\frac{1}{1+\epsilon}|\hat{D}(\boldsymbol{b})| \leq|\hat{D}(\boldsymbol{b})|
$$

Without loss of generality, assume that $P_{\boldsymbol{a}, 0} \leq \cdots \leq P_{\boldsymbol{a}, q-1}$. That is, $\operatorname{MaxBias}(\boldsymbol{a})=P_{\boldsymbol{a}, q-1}-$ $\frac{1}{q}$. If we choose $v(j)=P_{\boldsymbol{a}, q-1}-P_{\boldsymbol{a}, j}$, then clearly $v(j)$ is non-negative for every $0 \leq j \leq q-1$. Furthermore, by our construction $P_{\boldsymbol{a}, j}^{D^{\prime}}=\frac{1}{q}$ for every $j$. Therefore by Fact 2.2.1, $\hat{D}^{\prime}(\ell \boldsymbol{a})=0$ for every $1 \leq \ell \leq q-1$. Since $\sum_{j=0}^{q-1} P_{\boldsymbol{a}, j}=1$, it follows that $\sum_{j=0}^{q-1} v(j)=q \operatorname{MaxBias}(\boldsymbol{a})$. By Claim 5.2.17,

$$
\begin{equation*}
\Delta\left(D, D^{\prime}\right) \leq \epsilon=\sum_{j=0}^{q-1} v(j) \leq \sum_{\ell=1}^{q-1}|\hat{D}(\ell \boldsymbol{a})| \tag{5.4}
\end{equation*}
$$

Finally observe that although some vectors are multiples of more than one prime vector (thus they belong to more than one family and appear more than once in (5.4), because the distance bound in (5.4) is the sum of magnitudes of all the Fourier coefficients in the family, once a vector's Fourier coefficient is zeroed-out, it will not contribute to the distance bound at any later stage. This completes the proof of the theorem.

## Testing algorithm and its analysis

We are now ready to prove the following result on testing $k$-wise independence over $\mathbb{Z}_{q}^{n}$.

Theorem 5.2.18. There is an algorithm that tests the $k$-wise independence over $\Sigma^{n}$ with query complexity $\tilde{O}\left(\frac{n^{2 k}(q-1)^{2 k} q^{2}}{\epsilon^{2}}\right)$ and time complexity $\tilde{O}\left(\frac{n^{3 k}(q-1)^{3 k} q^{2}}{\epsilon^{2}}\right)$ and satisfies the following: for
any distribution $D$ over $\Sigma^{n}$, if $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right) \leq \frac{\epsilon}{3 q M(n, k, q)}$, then with probability at least $2 / 3$, the algorithm accepts; if $\Delta\left(D, \mathcal{D}_{\text {kwi }}\right)>\epsilon$, then with probability at least $2 / 3$, the algorithm rejects.

Proof. Our testing algorithm simply plugs the upper bound on distance to $k$-wise independence in Theorem 3.3.4 into the Generic Algorithm as shown in Fig. 3-1. The algorithm is described in Figure 5-1. For the analysis of Test-Uniform-KWI $(D, k, q, \epsilon$, we simply apply Theorem 3.5.2 with $K=M(n, k, q), A=\left\{\boldsymbol{a} \in \Sigma^{n}: 0<\operatorname{wt}(\boldsymbol{a}) \leq k\right\}$ and $\kappa=q$. To see $\kappa=q$, note that $P_{\boldsymbol{a}, j}=1 / q$ holds for every $\boldsymbol{a}$ in $A$ and $0 \leq j \leq q-1$ for any $k$-wise independent distribution. Since no (randomized) algorithm can increase the statistical difference between two distributions [58], by Fact 3.5.3 (more precisely, the proof of Fact 3.5.3, if $\Delta\left(D, \mathcal{D}_{\text {kwi }}\right) \leq \delta$, then we have $|\hat{D}(\boldsymbol{a})| \leq q \delta$ for every $\boldsymbol{a} \in A$.

### 5.2.3 Distributions over product spaces

Now we generalize the underlying domains from $\mathbb{Z}_{q}^{n}$ to product spaces. Let $\Sigma_{1}, \ldots, \Sigma_{n}$ be $n$ finite sets. Without loss of generality, let $\Sigma_{i}=\left\{0,1, \ldots, q_{i}-1\right\}$. In this section, we consider distributions over the product space $\Omega=\Sigma_{1} \times \cdots \times \Sigma_{n}$. For a set of integers $\left\{q_{1}, \ldots, q_{n}\right\}$, denote their least common multiple $(\mathrm{lcm})$ by $\operatorname{lcm}\left(q_{1}, \ldots, q_{n}\right)$. Let $Q \stackrel{\text { def }}{=} \operatorname{lcm}\left(q_{1}, \ldots, q_{n}\right)$ and in addition, for every $1 \leq i \leq n$, set $M_{i}=\frac{Q}{q_{i}}$. Then we can rewrite the Fourier coefficient defined in (2.1) as

$$
\begin{aligned}
\hat{D}(\boldsymbol{a}) & =\sum_{\boldsymbol{x} \in \Sigma_{1} \times \cdots \times \Sigma_{n}} D(\boldsymbol{x}) e^{\frac{2 \pi i}{Q}\left(M_{1} a_{1} x_{1}+\cdots+M_{n} a_{n} x_{n}\right)} \\
& =\sum_{x \in \Sigma_{1} \times \cdots \times \Sigma_{n}} D(\boldsymbol{x}) e^{\frac{2 \pi i}{Q}\left(a_{1}^{\prime} x_{1}+\cdots+a_{n}^{\prime} x_{n}\right)}
\end{aligned}
$$

where $a_{i}^{\prime} \equiv M_{i} a_{i}(\bmod \mathrm{Q})$ for every $1 \leq i \leq n$. This suggests that we may view $D$ as a distribution over $\Sigma^{n}$ with effective alphabet size $|\Sigma|=Q=\operatorname{lcm}\left(q_{1}, \ldots, q_{n}\right)$ and consider the following map from vectors in $\Sigma_{1} \times \cdots \times \Sigma_{n}$ to vectors in $\mathbb{Z}_{Q}^{n}$ :

$$
\begin{equation*}
\mathcal{H}:\left(a_{1}, \ldots, a_{n}\right) \mapsto\left(M_{1} a_{1}(\bmod \mathrm{Q}), \ldots, M_{n} a_{n}(\bmod \mathrm{Q})\right) . \tag{5.5}
\end{equation*}
$$

Then we only need to consider the Fourier coefficients at vectors $\boldsymbol{a}^{\prime} \stackrel{\text { def }}{=} \mathcal{H}(\boldsymbol{a})=\left(a_{1}^{\prime}, \ldots, a_{n}^{\prime}\right) \in$
$\mathbb{Z}_{Q}^{n}$ (that is, vectors in $\mathbb{Z}_{Q}^{n}$ whose $i^{\text {th }}$ component is a multiple of $M_{i}$ for every $i$ ). Note that in general $M=\operatorname{lcm}\left(q_{1}, \ldots, q_{n}\right)$ could be an exponentially large number and is therefore not easy to handle in practice ${ }_{4}^{4}$. However, this difficulty can be overcome by observing the following simple fact. Since we are only concerned with vectors of weight at most $k$, we may take different effective alphabet sizes for different index subsets of size $k$. For example, consider a $k$-subset $S=\left\{i_{1}, \ldots, i_{k}\right\}$. Then the effective alphabet size of $S$ is $\left|\Sigma_{S}\right|=\operatorname{lcm}\left(q_{i_{1}}, \ldots, q_{i_{k}}\right)$, which is at most poly $(n)$ if we assume $k$ is a constant and each $q_{i}$ is polynomially bounded.

Our main result for distributions over product spaces is the following theorem.
Theorem 5.2.19. Let $D$ be a distribution over $\Sigma_{1} \times \cdots \times \Sigma_{n}$. Then $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right) \leq \sum_{0<\mathrm{wt}(\boldsymbol{a}) \leq k}|\hat{D}(\boldsymbol{a})|$.
We now sketch the proof of Theorem 5.2.19.
A vector $\boldsymbol{a} \in \Sigma_{1} \times \cdots \times \Sigma_{n}$ is a prime vector if $\operatorname{gcd}\left(a_{1}, \ldots, a_{n}\right)=1$. For any integer $\ell>0$, the $\ell$-multiple of $\boldsymbol{a}$ is $\ell \boldsymbol{a} \xlongequal{\text { def }}\left(\ell a_{1}\left(\bmod q_{1}\right), \ldots, \ell a_{n}\left(\bmod q_{n}\right)\right)$. Let $\boldsymbol{a}$ be a prime vector. Then vectors in the set $\{2 \boldsymbol{a}, \ldots,(Q-1) \boldsymbol{a}\}$ are called the multiple vectors of $\boldsymbol{a}$. Note that these $Q-1$ vectors may not be all distinct.

The main difficulty in applying our result for distributions over $\mathbb{Z}_{q}^{n}$ to distributions over product spaces is that the mapping in (5.5) is not surjective. In particular, after the mapping some families of vectors may have no prime vector in it. To handle this problem, we slightly generalize the result of weak orthogonality in Lemma 5.2.15 to non-prime vectors. Specifically, we say a non-zero vector $\boldsymbol{a}$ (not necessarily prime) is weakly orthogonal to vector $\boldsymbol{b}$ if $\hat{U}_{\boldsymbol{a}, \ell}(\boldsymbol{b})=0$ for all $\ell$ such that $S_{a, \ell}$ is non-empty.

Lemma 5.2.20. Let $\boldsymbol{a}$ and $\boldsymbol{b}$ be two vectors in $\mathbb{Z}_{q}^{n}$. If $\boldsymbol{b}$ is not $a$ multiple of $\boldsymbol{a}$, then vector $\boldsymbol{a}$ is weakly orthogonal to $b$.

Proof. Clearly we only need to prove the case when $\boldsymbol{a}$ is not a prime vector. Let $\tilde{\boldsymbol{a}}$ be any prime vector that is a multiple of $\boldsymbol{a}$ and suppose $\boldsymbol{a}=d \tilde{\boldsymbol{a}}$. Now $S_{\boldsymbol{a}, \ell}$ is non-empty only if $\ell \equiv \ell^{\prime} d(\bmod q)$ for some integer $\ell^{\prime}$. Note that $S_{a, \ell^{\prime} d}=\cup_{j: j d \equiv \ell^{\prime} d}(\operatorname{modq}) S_{\tilde{\boldsymbol{a}}, j}$. Since the sets $\left\{S_{\tilde{a}, j}\right\}_{j=0}^{q-1}$ are pairwise

[^14]disjoint, it follows that $U_{\boldsymbol{a}, \ell^{\prime} d}=\frac{1}{\operatorname{gcd}(d, q)} \sum_{j: j d \equiv \ell^{\prime} d(\operatorname{modq})} U_{\tilde{\boldsymbol{a}}, j}$, where $\operatorname{gcd}(d, q)$ is the number of incongruent $j$ 's satisfying $j d \equiv \ell^{\prime} d(\bmod q)$. Now by Lemma 5.2.15, if $\boldsymbol{b}$ is not a multiple of $\tilde{\boldsymbol{a}}$, then $\hat{U}_{\tilde{\boldsymbol{a}}, j}(\boldsymbol{b})=0$ for every $j$. It follows that $\hat{U}_{\boldsymbol{a}, \ell d}(\boldsymbol{b})=0$.

Note that for any integer $\ell>0$ and every $1 \leq i \leq n, \ell a_{i} \equiv b_{i}\left(\bmod \mathrm{q}_{\mathrm{i}}\right)$ if and only if $\ell a_{i} m_{i} \equiv b_{i} m_{i}(\bmod \mathrm{Q})$, hence the map $\mathcal{H}$ preserves the multiple relationship between vectors. Now Lemma 5.2 .20 implies that if we map the vectors in $\Sigma_{1} \times \cdots \times \Sigma_{n}$ to vectors in $\mathbb{Z}_{Q}^{n}$ as defined in (5.5), then we can perform the same zeroing-out process as before: for each family of vectors, zero-out all the Fourier coefficients at the vectors in this family using a mixture of uniform distributions without increasing the magnitudes of the Fourier coefficients everywhere else. This will end up with a $k$-wise independent distribution over the product space $\Sigma_{1} \times \cdots \times \Sigma_{n}$.

Next we bound the total weight required to zero-out a family of vectors. Let $S$ be any $k$-subset of $[n]$. Without loss of generality, we may take $S=[k]$. Let $q_{S}=\operatorname{lcm}\left(q_{1}, \ldots, q_{k}\right)$ and let $m_{i}=\frac{q_{S}}{q_{i}}$ for each $1 \leq i \leq k$. Let $\boldsymbol{a} \in \Sigma_{1} \times \cdots \times \Sigma_{n}$ be a prime vector whose support is contained in $[k]$. Then

$$
\begin{aligned}
\hat{D}(\boldsymbol{a}) & =\sum_{\boldsymbol{x} \in \Sigma_{1} \times \cdots \times \Sigma_{k}} D_{S}(\boldsymbol{x}) e^{2 \pi i\left(\frac{a_{1} x_{1}}{q_{1}}+\cdots+\frac{a_{k} x_{k}}{q_{k}}\right)} \\
& =\sum_{\boldsymbol{x} \in \Sigma_{1} \times \cdots \times \Sigma_{k}} D_{S}(\boldsymbol{x}) e^{\frac{2 \pi i}{G_{S}}\left(m_{1} a_{1} x_{1}+\cdots+m_{k} a_{k} x_{k}\right)} \\
& =\sum_{\boldsymbol{x} \in \Sigma_{1} \times \cdots \times \Sigma_{k}} D_{S}(\boldsymbol{x}) e^{\frac{2 \pi i}{q_{S}}\left(a_{1}^{\prime} x_{1}+\cdots+a_{k}^{\prime} x_{k}\right)},
\end{aligned}
$$

where, as before, we define $\boldsymbol{a}^{\prime}=\left(a_{1}^{\prime}, \ldots, a_{k}^{\prime}\right)$ with $a_{i}^{\prime}=m_{i} a_{i}\left(\bmod q_{S}\right)$ for $1 \leq i \leq k$.
Let $d=\operatorname{gcd}\left(m_{1} a_{1}\left(\bmod q_{S}\right), \ldots, m_{k} a_{k}\left(\bmod q_{S}\right)\right)=\operatorname{gcd}\left(a_{1}^{\prime}, \ldots, a_{k}^{\prime}\right)$ and set $S_{\boldsymbol{a}^{\prime}, j}=\{\boldsymbol{x} \in$ $\left.\Sigma_{1} \times \cdots \times \Sigma_{k}: a_{1}^{\prime} x_{1}+\cdots+a_{k}^{\prime} x_{k} \equiv j\left(\bmod \mathrm{q}_{\mathrm{s}}\right)\right\}$. Clearly $S_{a^{\prime}, j}$ is non-empty only if $d \mid j$.

Claim 5.2.21. Let $\boldsymbol{a}$ be a vector in $\Sigma_{1} \times \cdots \times \Sigma_{k}$ with $d=\operatorname{gcd}\left(a_{1}^{\prime}, \ldots, a_{k}^{\prime}\right)$. Then $\left|S_{\boldsymbol{a}^{\prime}, \ell d}\right|=\frac{d q_{1} \cdots q_{k}}{q_{S}}$ for every $0 \leq \ell \leq \frac{q_{S}}{d}-1$.

Proof. Since $d=\operatorname{gcd}\left(a_{1}^{\prime}, \ldots, a_{k}^{\prime}\right)$, if we let $b_{i}=\frac{a_{i}^{\prime}}{d}$ for each $1 \leq i \leq k$, then $\operatorname{gcd}\left(b_{1}, \ldots, b_{k}\right)=1$. Now applying the same argument as in the proof of Proposition 5.2.9 gives the desired result.

Now for every $1 \leq \ell \leq \frac{q_{S}}{d}-1$ and put $q^{*} \stackrel{\text { def }}{=} \frac{q_{S}}{d}$, we have

$$
\begin{aligned}
\hat{D}(\ell \boldsymbol{a}) & =\sum_{\boldsymbol{x} \in \Sigma_{1} \times \cdots \times \Sigma_{k}} D_{S}(\boldsymbol{x}) e^{2 \pi i\left(\frac{\ell a_{1} x_{1}}{q_{1}}+\cdots+\frac{\ell a_{k} x_{k}}{q_{k}}\right)} \\
& =\sum_{\boldsymbol{x} \in \Sigma_{1} \times \cdots \times \Sigma_{k}} D_{S}(\boldsymbol{x}) e^{\frac{2 \pi i}{q_{S}} \ell \boldsymbol{a}^{\prime} \cdot \boldsymbol{x}}=\sum_{j=0}^{\frac{q_{S}}{d}-1} \operatorname{Pr}_{\boldsymbol{X} \sim D}\left[\boldsymbol{a}^{\prime} \cdot \boldsymbol{X} \equiv j d\left(\bmod \mathrm{q}_{\mathrm{S}}\right)\right] e^{\frac{2 \pi i}{q_{S}} \ell j d} \\
& =\sum_{j=0}^{\frac{q_{S}}{d}-1} w(j) e^{\frac{2 \pi i}{q_{S}} \ell j d}=\sum_{j=0}^{q^{*}-1} w(j) e^{\frac{2 \pi i}{q^{*} \ell j}}
\end{aligned}
$$

where $w(j) \stackrel{\text { def }}{=} P_{\boldsymbol{a}^{\prime}, j d}$. That is, each of the Fourier coefficients $\hat{D}(\boldsymbol{a}), \hat{D}(2 \boldsymbol{a}), \ldots, \hat{D}\left(\left(q^{*}-1\right) \boldsymbol{a}\right)$ can be written as a one-dimensional Fourier transform of a function (namely, $w(j)$ ) over $\mathbb{Z}_{q^{*}}$. Then following the same proofs as those in Sec. 5.2.2, we have that the total weight to zero-out the Fourier coefficients at $\boldsymbol{a}$ and its multiples is at most $\sum_{\ell=1}^{\frac{q_{S}}{d}-1}|\hat{D}(\ell \boldsymbol{a})|$. This in turn gives the upper bound stated in Theorem 5.2 .19 on the distance between $D$ and $k$-wise independence over product spaces.

## Testing algorithm and its analysis

We study the problem of testing $k$-wise independence over the product space $\Sigma_{1} \times \cdots \times \Sigma_{n}$ in this section.

To simplify notation, in the following we write

$$
M^{\mathrm{prod}}=\sum_{\ell=1}^{k} \sum_{I \in\binom{[n]}{\ell}} \prod_{i \in I}\left(q_{i}-1\right)
$$

for the total number of non-zero Fourier coefficients of weight at most $k$, and

$$
q_{\max }=\max _{S \in\binom{[n]}{k}} \operatorname{lcm}\left(q_{i}: i \in S\right)
$$

for the maximum effective alphabet size of any index subset of size $k$.

## Test-Product-KWI $(D, k, q, \epsilon)$

1. Sample $D$ independently $O\left(\frac{q_{\text {max }}^{2} M^{\text {prod }}(n, k, q)^{2}}{\epsilon^{2}} \log \left(M^{\operatorname{prod}}(n, k, q)\right)\right)$ times to obtain a set $Q$
2. For every non-zero vector $\boldsymbol{a}$ of weight at most $k$, use $Q$ to estimate $\hat{D}(\boldsymbol{a})$
3. If $\max _{\boldsymbol{a}}|\hat{D}(\boldsymbol{a})| \leq \frac{2 \epsilon}{3 M^{\text {prod }(n, k, q)}}$, return "Accept"; else return "Reject"

Figure 5-2: Algorithm for testing uniform $k$-wise independence over product spaces.

Note that a simple corollary of Theorem 5.2 .19 is

$$
\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right) \leq M^{\mathrm{prod}} \max _{0<\mathrm{wt}(\boldsymbol{a}) \leq k}|\hat{D}(\boldsymbol{a})|
$$

which gives the soundness condition for the distance bound. For the completeness condition, it is easy to see that for any $0 \leq \delta \leq 1$ and any non-zero vector $\boldsymbol{a}$ of weight at most $k$, if $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right) \leq \delta$, then $|\hat{D}(\boldsymbol{a})| \leq q_{\max } \delta$. The following theorem can now be proved easily by plugging these two conditions into Theorem 3.5.2. We omit the proof.

Theorem 5.2.22. There is an algorithm that tests the $k$-wise independence over the product space $\Sigma_{1} \times \cdots \times \Sigma_{n}$ (as shown in Fig 5-2) with query complexity $O\left(\frac{q_{\max }^{2} M^{\text {prod }}(n, k, q)^{2}}{\epsilon^{2}} \log \left(M^{\mathrm{prod}}(n, k, q)\right)\right)$ and time complexity $O\left(\frac{q_{\text {max }}^{2} M M^{\text {prod }}(n, k, q)^{3}}{\epsilon^{2}} \log \left(M^{\text {prod }}(n, k, q)\right)\right)$ and satisfies the following: for any distribution $D$ over $\Sigma^{n}$, if $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right) \leq \frac{\epsilon}{3 q_{\max } M^{\operatorname{prod}(n, k, q)}}$, then with probability at least $2 / 3$, the algorithm accepts; if $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right)>\epsilon$, then with probability at least $2 / 3$, the algorithm rejects.

## Chapter 6

## Non-uniform $k$-wise Independence

In this chapter we seek a robust characterization of non-uniform $k$-wise independent distributions. For ease of exposition, we present our results only for the case when the underlying domain is $\{0,1, \ldots, q-1\}^{n}$. Our approach can be generalized easily to handle distributions over product spaces. The chapter is organized as follows. First we introduce non-uniform Fourier coefficients in Section 6.1. A new characterization of non-uniform $k$-wise independence based on non-uniform Fourier coefficients is present in Section 6.2. Next, in Section 6.3, we demonstrate how to zero-out all the low-level non-uniform Fourier coefficients step by step. In Section 6.4 we study the testing algorithm of non-uniform $k$-wise independence. Finally, we consider the problem of testing nonuniform $k$-wise independence when the marginal probabilities are unknown in Section 6.5 .

Recall that a distribution $D: \Sigma^{n} \rightarrow[0,1]$ is $k$-wise independent if for any index subset $S \subset[n]$ of size $k, S=\left\{i_{1}, \ldots, i_{k}\right\}$, and for any $z_{1} \cdots z_{k} \in \Sigma^{k}, D_{S}\left(z_{1} \cdots z_{k}\right)=\operatorname{Pr}_{D}\left[X_{i_{1}}=\right.$ $\left.z_{1}\right] \cdots \operatorname{Pr}_{D}\left[X_{i_{k}}=z_{k}\right]$. Our strategy of showing an upper bound on the distance between $D$ and non-uniform $k$-wise independence is to reduce the non-uniform problem to the uniform case and then apply Theorem 3.3.4

### 6.1 Non-uniform Fourier coefficients

In the following we define a set of factors which are used to transform non-uniform $k$-wise independent distributions into uniform ones. Let $p_{i}(z) \stackrel{\text { def }}{=} \operatorname{Pr}_{D}\left[X_{i}=z\right]$. We assume that $0<p_{i}(z)<1$ for every $i \in[n]$ and every $z \in \Sigma$ (this is without loss of generality since if some $p_{i}(z)$ 's are zero, then it reduces to the case of distributions over product spaces). Let $\theta_{i}(z) \stackrel{\text { def }}{=} \frac{1}{q p_{i}(z)}$. Intuitively, one may think of the $\theta_{i}(z)$ 's as a set of compressing/stretching factors which transform a nonuniform $k$-wise distribution into a uniform one. For convenience of notation, if $S=\left\{i_{1}, \ldots, i_{\ell}\right\}$ and $\boldsymbol{z}=z_{i_{1}} \cdots z_{i_{\ell}}$, we write $\theta_{S}(\boldsymbol{z})$ for the product $\theta_{i_{1}}\left(z_{i_{1}}\right) \cdots \theta_{i_{\ell}}\left(z_{i_{\ell}}\right)$.

Definition 6.1.1 (Non-uniform Fourier Coefficients). Let $D$ be a distribution over $\Sigma^{n}$. Let $\boldsymbol{a}$ be a non-zero vector in $\Sigma^{n}$ and $\operatorname{supp}(\boldsymbol{a})$ to be its support. Let $D_{\operatorname{supp}(\boldsymbol{a})}$ be the projection of $D$ to coordinates in $\operatorname{supp}(\boldsymbol{a})$. For every $\boldsymbol{z}$ in the support of $D_{\operatorname{supp}(\boldsymbol{a})}$, define $D_{\operatorname{supp}(\boldsymbol{a})}^{\prime}(\boldsymbol{z})=$ $\theta_{\operatorname{supp}(\boldsymbol{a})}(\boldsymbol{z}) D_{\operatorname{supp}(\boldsymbol{a})}(\boldsymbol{z})$, which is the transformed distribution ${ }^{1}$ of the projected distribution $D_{\operatorname{supp}(\boldsymbol{a})}$. The non-uniform Fourier coefficient of $D$ at $\boldsymbol{a}$, denoted $\hat{D}^{\text {non }}(\boldsymbol{a})$, is defined by

$$
\begin{equation*}
\hat{D}^{\mathrm{non}}(\boldsymbol{a}) \stackrel{\text { def }}{=} \hat{D}_{\operatorname{supp}(\boldsymbol{a})}^{\prime}(\boldsymbol{a})=\sum_{\boldsymbol{z} \in \Sigma^{\operatorname{supp}(a) \mid}} D_{\operatorname{supp}(\boldsymbol{a})}^{\prime}(\boldsymbol{z}) e^{\frac{2 \pi i}{q} \boldsymbol{a} \cdot \boldsymbol{z}} \tag{6.1}
\end{equation*}
$$

Remark 6.1.2. In the following we always refer to $\hat{D}^{\text {non }}$ collectively as a set of (complex) numbers that will be used to indicate the distance between distribution $D$ and the non-uniform $k$-wise independence. Strictly speaking, $\hat{D}^{\text {non }}$ are not Fourier coefficients since in general there is no distribution whose (low degree) Fourier coefficients are exactly $\hat{D}^{\text {non }}$.

To summarize, let us define a function

$$
\mathcal{F}:\left(\mathbb{R}^{\geq 0}\right)^{\Sigma^{n}} \times\left(\binom{[n]}{k} \times \Sigma^{k}\right) \rightarrow\left(\mathbb{R}^{\geq 0}\right)^{\Sigma^{k}}
$$

which maps a distribution $D$ over $\Sigma^{n}$ and a vector $\boldsymbol{a} \in \Sigma^{n}$ of weight $k$ to a non-negative function

[^15]over $\Sigma^{|\operatorname{supp}(\boldsymbol{a})|}$. That is, for every $\boldsymbol{z} \in \Sigma^{k}$,
\[

$$
\begin{equation*}
\mathcal{F}(D, \boldsymbol{a})(\boldsymbol{z})=D_{\operatorname{supp}(\boldsymbol{a})}(\boldsymbol{z}) \theta_{\operatorname{supp}(\boldsymbol{a})}(\boldsymbol{z}) \tag{6.2}
\end{equation*}
$$

\]

Then the non-uniform Fourier coefficient of $D$ at $\boldsymbol{a}$ is simply the ordinary uniform Fourier coefficient of $\hat{\mathcal{F}}(D, \boldsymbol{a})$ at $\boldsymbol{a}$ :

$$
\hat{D}^{\mathrm{non}}(\boldsymbol{a})=\hat{\mathcal{F}}(D, \boldsymbol{a})(\boldsymbol{a})
$$

The idea of defining $D_{\operatorname{supp}(\boldsymbol{a})}^{\prime}$ is that if $D$ is non-uniform $k$-wise independent, then $D_{\operatorname{supp}(\boldsymbol{a})}^{\prime}$ will be a uniform distribution over the coordinates in $\operatorname{supp}(\boldsymbol{a})$. Indeed, our main result in this section is to show a connection between the non-uniform Fourier coefficients of $D$ and the property that distribution $D$ is non-uniform $k$-wise independent. In particular we have the following simple characterization of the non-uniform $k$-wise independence.

Theorem 6.1.3. A distribution $D$ over $\Sigma^{n}$ is non-uniform $k$-wise independent if and only if for every non-zero vector $\boldsymbol{a} \in \Sigma^{n}$ of weight at most $k, \hat{D}^{\text {non }}(\boldsymbol{a})=0$.

### 6.2 New characterization of non-uniform $k$-wise independence

We prove Theorem6.1.3 in this section. It is straightforward to show that if $D$ is a non-uniform $k$ wise independent distribution, then all the non-zero non-uniform Fourier coefficients of degree at most $k$ are zero. However, the proof of the converse is more involved. The key observation is that if we write the non-uniform Fourier transform as a linear transformation, the non-uniform Fourier transform matrix, like the uniform Fourier transform matrix, can be expressed as a tensor product of a set of heterogeneous DFT (discrete Fourier transform) matrices (as opposed to homogeneous DFT matrices in the uniform case). This enables us to show that the non-uniform Fourier transform is invertible. Combined with the condition that all the non-trivial non-uniform Fourier coefficients are zero, this invertibility property implies that $D$ must be a non-uniform $k$-wise independent distribution.

Recall that our new characterization of non-uniform $k$-wise independent distributions is:

Theorem 6.1.3. A distribution $D$ over $\Sigma^{n}$ is $k$-wise independent if and only if for every non-zero vector $\boldsymbol{a} \in \Sigma^{k}$ with $\operatorname{wt}(\boldsymbol{a}) \leq k, \hat{D}^{\mathrm{non}}(\boldsymbol{a})=0$.

Proof. Suppose $D$ is a non-uniform $k$-wise independent distribution. Then it is easy to see that for any non-empty $T \subset[n]$ of size at most $k$ (not just for subsets whose sizes are exactly $k$ ),

$$
D_{T}\left(\boldsymbol{z}_{T}\right)=\prod_{i \in T} p_{i}\left(z_{i}\right)
$$

Indeed, if $|T|=k$ then this follows directly from the definition of non-uniform $k$-wise independent distributions. If $|T|<k$, let $S \supset T$ be any index set of size $k$, then

$$
\begin{aligned}
D_{T}\left(\boldsymbol{z}_{T}\right) & =\sum_{z_{j}: j \in S \backslash T} D_{S}\left(\boldsymbol{z}_{S}\right) \\
& =\sum_{z_{j}: j \in S \backslash T} \prod_{\ell \in S} p_{\ell}\left(z_{\ell}\right) \\
& =\prod_{i \in T} p_{i}\left(z_{i}\right) \sum_{z_{j}: j \in S \backslash T} \prod_{j \in S \backslash T} p_{j}\left(z_{j}\right) \\
& =\prod_{i \in T} p_{i}\left(z_{i}\right) \prod_{j \in S \backslash T}\left(\sum_{z_{j} \in \Sigma} p_{j}\left(z_{j}\right)\right) \\
& =\prod_{i \in T} p_{i}\left(z_{i}\right),
\end{aligned}
$$

as $\sum_{z_{j} \in \Sigma} p_{j}\left(z_{j}\right)=1$ for every $1 \leq j \leq n$.
Let $\boldsymbol{a}$ be any non-zero vector of weight $\ell \leq k$ whose support set is $\operatorname{supp}(\boldsymbol{a})$. Now we show that $D_{\operatorname{supp}(\boldsymbol{a})}^{\prime}$ is a uniform distribution and consequently all the non-uniform Fourier coefficients whose support sets are $\operatorname{supp}(\boldsymbol{a})$ must be zero. Indeed, by the definition of $D^{\prime}$,

$$
\begin{aligned}
D_{\operatorname{supp}(\boldsymbol{a})}^{\prime}\left(\boldsymbol{z}_{\operatorname{supp}(\boldsymbol{a})}\right) & =D_{\operatorname{supp}(\boldsymbol{a})}\left(\boldsymbol{z}_{\operatorname{supp}(\boldsymbol{a})}\right) \prod_{i \in \operatorname{supp}(\boldsymbol{a})} \theta_{i}\left(z_{i}\right) \\
& =\prod_{i \in \operatorname{supp}(\boldsymbol{a})} p_{i}\left(z_{i}\right) \prod_{i \in \operatorname{supp}(\boldsymbol{a})} \frac{1}{q p_{i}\left(z_{i}\right)} \\
& =\frac{1}{q^{\ell}}
\end{aligned}
$$

for every $\boldsymbol{z}_{\operatorname{supp}(\boldsymbol{a})} \in\{0,1, \ldots, q-1\}^{\ell}$. Hence $\hat{D}^{\mathrm{non}}(\boldsymbol{a})=\hat{D}_{\operatorname{supp}(\boldsymbol{a})}^{\prime}(\boldsymbol{a})=0$ by Theorem 2.2.4.
The converse direction will follow directly from Lemma 6.2.1 below by setting $E=D_{S}$ in the statement.

Lemma 6.2.1. Let $E: \Sigma^{k} \rightarrow \mathbb{R}^{\geq 0}$ be a distribution. For any index set $T \subseteq[k]$, let $E_{T}(\boldsymbol{z})$, $E_{T}^{\prime}(\boldsymbol{z})$ and $\hat{E}^{\mathrm{non}}(\boldsymbol{a})$ be defined analogously to those of $D_{T}(\boldsymbol{z}), D_{T}^{\prime}(\boldsymbol{z})$ and $\hat{D}^{\mathrm{non}}(\boldsymbol{a})$, respectively. If $\hat{E}^{\mathrm{non}}(\boldsymbol{a})=0$ for every non-zero vector $\boldsymbol{a}$, then $E$ is a non-uniform independent distribution, i.e. $E_{[k]}^{\prime}$ is the uniform distribution and consequently $E$ is a product distribution.

One may think of Lemma 6.2.1 as the non-uniform version of Proposition 2.2.3.

Proof. For notational simplicity we write $S=[k]$. Let $T$ be a subset of $S$ of size $k-1$, and without loss of generality, we assume that $T=\{1, \ldots, k-1\}$. We first observe the following relation between $E_{S}^{\prime}(\boldsymbol{z})$ and $E_{T}^{\prime}\left(\boldsymbol{z}_{T}\right)$.

$$
\begin{aligned}
E_{T}^{\prime}\left(z_{1}, \ldots, z_{k-1}\right) & =E_{T}\left(z_{1}, \ldots, z_{k-1}\right) \theta_{1}\left(z_{1}\right) \cdots \theta_{k-1}\left(z_{k-1}\right) \\
& =\sum_{z_{k}} E_{S}\left(z_{1}, \ldots, z_{k-1}, z_{k}\right) \theta_{1}\left(z_{1}\right) \cdots \theta_{k-1}\left(z_{k-1}\right) \\
& =\sum_{z_{k}} \frac{1}{\theta_{k}\left(z_{k}\right)} E_{S}^{\prime}\left(z_{1}, \ldots, z_{k}\right) \\
& =\sum_{z_{k}} q p_{k}\left(z_{k}\right) E_{S}^{\prime}\left(z_{1}, \ldots, z_{k}\right) .
\end{aligned}
$$

By induction, we have in general, for any $T \subset S$,

$$
\begin{equation*}
E_{T}^{\prime}\left(\boldsymbol{z}_{T}\right)=\sum_{z_{j}: j \in S \backslash T} E_{S}^{\prime}\left(z_{1}, \ldots, z_{k}\right) \prod_{j \in S \backslash T}\left(q p_{j}\left(z_{j}\right)\right) . \tag{6.3}
\end{equation*}
$$

Next we use (6.3) to eliminate the intermediate projection distributions $E_{T}^{\prime}$, and write the nonuniform Fourier transform of $E$ as a linear transform of $\left\{E_{S}^{\prime}(\boldsymbol{z})\right\}_{\boldsymbol{z} \in \Sigma^{k}}$. Let $\boldsymbol{a}$ be a vector whose support set is $T$, then

$$
\hat{E}^{\mathrm{non}}(\boldsymbol{a})=\hat{E}_{T}^{\prime}(\boldsymbol{a})
$$

$$
\begin{align*}
& =\sum_{z_{i}: i \in T} E_{T}^{\prime}\left(\boldsymbol{z}_{T}\right) e^{\frac{2 \pi i}{q} \sum_{i \in T} a_{i} z_{i}} \\
& =\sum_{z_{i}: i \in T} \sum_{z_{j}: j \in S \backslash T} E_{S}^{\prime}(\boldsymbol{z}) e^{\frac{2 \pi i}{q} \sum_{i \in T} a_{i} z_{i}} \prod_{j \in S \backslash T}\left(q p_{j}\left(z_{j}\right)\right) \\
& =\sum_{\boldsymbol{z} \in \Sigma^{k}} E_{S}^{\prime}(\boldsymbol{z}) \prod_{i \in T} e^{\frac{2 \pi i}{q} a_{i} z_{i}} \prod_{j \in S \backslash T}\left(q p_{j}\left(z_{j}\right)\right) \\
& =\sum_{\boldsymbol{z} \in \Sigma^{k}} E_{S}^{\prime}(\boldsymbol{z}) \prod_{i \in \operatorname{supp}(\boldsymbol{a})} e^{\frac{2 \pi i}{q} a_{i} z_{i}} \prod_{j \in S \backslash \operatorname{supp}(\boldsymbol{a})}\left(q p_{j}\left(z_{j}\right)\right) \tag{6.4}
\end{align*}
$$

Define a $q^{k}$-dimensional column vector $\mathbf{E}^{\prime}$ with entries $E_{S}^{\prime}(\boldsymbol{z})$ (we will specify the order of the entries later). Similarly define another $q^{k}$-dimensional column vector whose entries are the non-uniform Fourier coefficients $\hat{\mathbf{E}}^{\text {non }}$. Then we may write (6.4) more compactly as

$$
\begin{equation*}
\hat{\mathbf{E}}^{\mathrm{non}}=\tilde{\mathbf{F}} \mathbf{E}^{\prime} \tag{6.5}
\end{equation*}
$$

In what follows, we will show that $\tilde{\mathbf{F}}$ can be written nicely as a tensor product of $k$ matrices. This in turn enables us to show that $\tilde{\mathbf{F}}$ is non-singular.

Let $\omega=e^{\frac{2 \pi i}{q}}$ be a primitive $q^{\text {th }}$ root of unity. The $q$-point discrete Fourier transform (DFT) matrix is given by

$$
\mathbf{F}=\left[\begin{array}{cccccc}
1 & 1 & 1 & 1 & \cdots & 1 \\
1 & \omega & \omega^{2} & \omega^{3} & \cdots & \omega^{q-1} \\
1 & \omega^{2} & \omega^{4} & \omega^{6} & \cdots & \omega^{2(q-1)} \\
1 & \omega^{3} & \omega^{6} & \omega^{9} & \cdots & \omega^{3(q-1)} \\
\vdots & \vdots & \vdots & \vdots & & \vdots \\
1 & \omega^{q-1} & \omega^{2(q-1)} & \omega^{3(q-1)} & \cdots & \omega^{(q-1)(q-1)}
\end{array}\right]
$$

Note that a DFT matrix is also a Vandermonde matrix and therefore $\operatorname{det}(\mathbf{F}) \neq 0$.

Definition 6.2.2 (Tensor Product of Vectors and Matrices). Let A be an $m \times n$ matrix and $\mathbf{B}$ be a $p \times q$ matrix. Then the tensor product (a.k.a. Kronecker product) $\mathbf{A} \otimes \mathbf{B}$ is an $m p \times n q$ block
matrix given by
$\mathbf{A} \otimes \mathbf{B}=\left[\begin{array}{ccc}a_{00} \mathbf{B} & \cdots & a_{0, n-1} \mathbf{B} \\ \vdots & \ddots & \vdots \\ a_{m-1,0} \mathbf{B} & \cdots & a_{m-1, n-1} \mathbf{B}\end{array}\right]$

$$
=\left[\begin{array}{cccccccc}
a_{00} b_{00} & \cdots & a_{00} b_{0, q-1} & \cdots & \cdots & a_{0, n-1} b_{00} & \cdots & a_{0, n-1} b_{0, q-1} \\
\vdots & \ddots & \vdots & & & \vdots & \ddots & \vdots \\
a_{00} b_{p-1,0} & \cdots & a_{00} b_{p-1, q-1} & \cdots & \cdots & a_{0, n-1} b_{p-1,0} & \cdots & a_{0, n-1} b_{p-1, q-1} \\
\vdots & & \vdots & \ddots & & \vdots & & \vdots \\
\vdots & & \vdots & & \ddots & \vdots & & \vdots \\
a_{m-1,0} b_{00} & \cdots & a_{m-1,0} b_{0, q-1} & \cdots & \cdots & a_{m-1, n-1} b_{00} & \cdots & a_{m-1, n-1} b_{p-1, q-1} \\
\vdots & \ddots & \vdots & & & \vdots & \ddots & \vdots \\
a_{m-1,0} b_{p-1,0} & \cdots & a_{m-1,0} b_{p-1, q-1} & \cdots & \cdots & a_{m-1, n-1} b_{p-1,0} & \cdots & a_{m-1, n-1} b_{p-1, q-1}
\end{array}\right] .
$$

Let $\boldsymbol{a}$ be an $m$-dimensional column vector in $\mathbb{R}^{m}$ and $\boldsymbol{b}$ be a $p$-dimensional column vector in $\mathbb{R}^{p}$. Then the tensor product $\boldsymbol{a} \otimes \boldsymbol{b}$ is an $m p$-dimensional column vector in $\mathbb{R}^{m p}$ and its entries are given by

$$
\boldsymbol{a} \otimes \boldsymbol{b}=\left[\begin{array}{c}
a_{0} \\
\vdots \\
a_{m-1}
\end{array}\right] \otimes\left[\begin{array}{c}
b_{0} \\
\vdots \\
b_{p-1}
\end{array}\right]=\left[\begin{array}{c}
a_{0} b_{0} \\
\vdots \\
a_{0} b_{p-1} \\
\vdots \\
\vdots \\
a_{m-1} b_{0} \\
\vdots \\
a_{m-1} b_{p-1}
\end{array}\right] .
$$

Let $q \geq 2$ be an integer. The $q$-ary representation of a natural number $r$ is an ordered tuple $\left(b_{k}, \ldots, b_{1}, b_{0}\right)$ such that $0 \leq b_{i} \leq q-1$ for every $0 \leq i \leq k$ and $r=b_{0}+b_{1} \cdot q+\cdots b_{k} \cdot q^{k}$. The following simple while useful fact about the tensor product of matrices can be proved easily by induction on the number of matrices in the product.

Fact 6.2.3. Let $F^{(1)}, \ldots, F^{(k)}$ be a set of $q \times q$ matrices where the $(i, j)^{\text {th }}$ entry of $F^{(\ell)}$ is denoted by $F_{i, j}^{(\ell)}, 0 \leq i, j \leq q-1$. Let $G=F^{(1)} \otimes \cdots \otimes F^{(k)}$. For $0 \leq I, J \leq q^{k}-1$, let the $q$-ary representations of $I$ and $J$ be $I=\left(i_{1}, \ldots, i_{k}\right)$ and $J=\left(j_{1}, \ldots, j_{k}\right)$, respectively. Then

$$
G_{I, J}=F_{i_{1}, j_{1}}^{(1)} \cdots F_{i_{k}, j_{k}}^{(k)} .
$$

Let's first consider the simple case when $E$ is a one-dimensional distribution. Let $\mathbf{E}$ be the column vector whose entries are values of $E$ at $\{0,1, \ldots, q-1\}$. Similarly let $\hat{\mathbf{E}}$ be the column vector of $E$ 's Fourier transform. If we arrange the entries of $\mathbf{E}$ and $\hat{\mathbf{E}}$ in increasing order, then the one-dimensional (uniform) Fourier transform can be written in the matrix multiplication form as

$$
\hat{\mathbf{E}}=\left[\begin{array}{c}
\hat{E}(0)  \tag{6.6}\\
\vdots \\
\hat{E}(q-1)
\end{array}\right]=\mathbf{F}\left[\begin{array}{c}
E(0) \\
\vdots \\
E(q-1)
\end{array}\right]=\mathbf{F E} .
$$

For the general case in which $E$ is a distribution over $\{0,1, \ldots, q-1\}^{k}$, we may view every $k$-dimensional point $\left(x_{1}, \ldots, x_{k}\right)$ in $E\left(x_{1}, \ldots, x_{k}\right)$ as the representation of a natural number $X$ in the $q$-ary representation: $X=x_{1} \cdot q^{k-1}+\cdots+x_{k-1} \cdot q+x_{k}$. Then this provides a natural order of the entries in any column vector defined over $\{0,1, \ldots, q-1\}^{k}$ : view each vector $\left(x_{1}, \ldots, x_{k}\right)$ as a natural number $X$ in the $q$-ary representation and arrange them in the increasing order. By tensor product and arranging the entries in $\mathbf{E}$ and $\hat{\mathbf{E}}$ in the natural order, the $k$-dimensional Fourier transform can be written as

$$
\hat{\mathbf{E}}=\left[\begin{array}{c}
\hat{E}(0,0, \ldots, 0)  \tag{6.7}\\
\vdots \\
\hat{E}(q-1, q-1, \ldots, q-1)
\end{array}\right]=\underbrace{\mathbf{F} \otimes \cdots \otimes \mathbf{F}}_{k \text { times }}\left[\begin{array}{c}
E(0,0, \ldots, 0) \\
\vdots \\
E(q-1, q-1, \ldots, q-1)
\end{array}\right]=(\underbrace{\mathbf{F} \otimes \cdots \otimes \mathbf{F}}_{k \text { times }}) \mathbf{E} .
$$

Definition 6.2.4 (Non-uniform DFT Matrices). For every $1 \leq i \leq k$, define (recall that $p_{i}(z)$ 's are
the marginal probabilities of $E$ at coordinate $i$ ) the non-uniform DFT matrix at coordinate $i$ to be

$$
\tilde{\mathbf{F}}_{\mathbf{i}}=\left[\begin{array}{cccccc}
q p_{i}(0) & q p_{i}(1) & q p_{i}(2) & q p_{i}(3) & \cdots & q p_{i}(q-1) \\
1 & \omega & \omega^{2} & \omega^{3} & \cdots & \omega^{q-1} \\
1 & \omega^{2} & \omega^{4} & \omega^{6} & \cdots & \omega^{2(q-1)} \\
1 & \omega^{3} & \omega^{6} & \omega^{9} & \cdots & \omega^{3(q-1)} \\
\vdots & \vdots & \vdots & \vdots & & \vdots \\
1 & \omega^{q-1} & \omega^{2(q-1)} & \omega^{3(q-1)} & \cdots & \omega^{(q-1)(q-1)}
\end{array}\right]
$$

The following lemma follows directly from Fact 6.2.3 and (6.4).

Lemma 6.2.5. If we arrange the entries in $\mathbf{E}^{\prime}$ and $\hat{\mathbf{E}}^{\text {non }}$ in the natural order, then the $q^{k} \times q^{k}$ matrix $\tilde{\mathbf{F}}$ in (6.5) is the tensor product of $k$ non-uniform DFT matrices, i.e.,

$$
\tilde{\mathbf{F}}=\tilde{\mathbf{F}}_{\mathbf{1}} \otimes \cdots \otimes \tilde{\mathbf{F}}_{\mathbf{k}}
$$

and consequently

$$
\hat{\mathbf{E}}^{\mathrm{non}}=\left(\tilde{\mathbf{F}}_{\mathbf{1}} \otimes \cdots \otimes \tilde{\mathbf{F}}_{\mathbf{k}}\right) \mathbf{E}^{\prime}
$$

The following is a well-known fact on the determinants of tensor product matrices, see e.g. [59] for an elementary proof.

Fact 6.2.6. If $\mathbf{A}$ is an $m \times m$ square matrix and $\mathbf{B}$ is an $n \times n$ square matrix, then

$$
\operatorname{det}(\mathbf{A} \otimes \mathbf{B})=(\operatorname{det}(\mathbf{A}))^{n}(\operatorname{det}(\mathbf{B}))^{m}
$$

Proposition 6.2.7. The non-uniform DFT matrix is non-singular for every $1 \leq i \leq k$. In particular,
$\operatorname{det}\left(\tilde{\mathbf{F}}_{\mathbf{i}}\right)=q\left(p_{i}(0)+\cdots+p_{i}(q-1)\right)(-1)^{q-1} \prod_{1 \leq \ell<m \leq q-1}\left(\omega^{m}-\omega^{\ell}\right)=(-1)^{q-1} q \prod_{1 \leq \ell<m \leq q-1}\left(\omega^{m}-\omega^{\ell}\right) \neq 0$.

Proof. By Laplace expansion along the first row, we have

$$
\begin{equation*}
\operatorname{det}\left(\tilde{\mathbf{F}}_{\mathbf{i}}\right)=\sum_{j=0}^{q-1}(-1)^{j} q p_{i}(j) \operatorname{det}\left(\mathbf{M}_{1 j}\right) \tag{6.8}
\end{equation*}
$$

The determinant of the minor $\mathrm{M}_{1 j}$ is

$$
\left.\begin{aligned}
& \operatorname{det}\left(\mathbf{M}_{1 j}\right)=\left|\begin{array}{ccccccc}
1 & \omega & \cdots & \omega^{j-1} & \omega^{j+1} & \cdots & \omega^{q-1} \\
1 & \omega^{2} & \cdots & \omega^{2(j-1)} & \omega^{2(j+1)} & \cdots & \omega^{2(q-1)} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \omega^{q-1} & \cdots & \omega^{(j-1)(q-1)} & \omega^{(j+1)(q-1)} & \cdots & \omega^{(q-1)(q-1)}
\end{array}\right| \\
&\left.\left.=\left(\begin{array}{ccccccc}
\prod_{\ell=0, \ell \neq j}^{q-1}
\end{array}\right) \omega^{\ell}\right) \left\lvert\, \begin{array}{cccccc}
1 & 1 & \cdots & 1 & & 1 \\
1 & \omega & \cdots & \omega^{j-1} & \omega^{j+1} & \cdots
\end{array}\right.\right] \\
& \vdots \vdots \\
& \vdots \vdots \\
& 1 \omega^{q-2} \\
& \cdots \omega^{(j-1)(q-2)} \\
& \omega^{(j+1)(q-2)} \cdots \\
& \omega^{q-1} \\
&=\prod_{\ell=0, \ell \neq j}^{(q-1)(q-2)}
\end{aligned} \right\rvert\,
$$

since the matrix in the second step is a Vandermonde matrix.

Using the fact that $\omega^{q}=1$, the denominator may be simplified as

$$
\begin{aligned}
& \prod_{\ell=0}^{j-1}\left(\omega^{j}-\omega^{\ell}\right) \prod_{\ell=j+1}^{q-1}\left(\omega^{\ell}-\omega^{j}\right) \\
= & (-1)^{j} \prod_{\ell=0}^{j-1} \omega^{\ell} \prod_{\ell=1}^{j}\left(1-\omega^{\ell}\right) \prod_{\ell=j+1}^{q-1}\left(\omega^{\ell}-\omega^{j}\right) \\
= & (-1)^{j} \prod_{\ell=0}^{j-1} \omega^{\ell} \prod_{\ell=1}^{j}\left(1-\omega^{\ell}\right) \prod_{\ell=j+1}^{q-1} \omega^{\ell-q}\left(\omega^{q}-\omega^{q+j-\ell}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =(-1)^{j} \prod_{\ell=0}^{j-1} \omega^{\ell} \prod_{\ell=1}^{j}\left(1-\omega^{\ell}\right) \prod_{\ell=j+1}^{q-1} \omega^{\ell} \prod_{\ell=j+1}^{q-1}\left(1-\omega^{q+j-\ell}\right) \\
& =(-1)^{j} \prod_{\ell=0, \ell \neq j}^{q-1} \omega^{\ell} \prod_{\ell=1}^{q-1}\left(1-\omega^{\ell}\right)
\end{aligned}
$$

Therefore we have

$$
\operatorname{det}\left(\mathbf{M}_{1 j}\right)=(-1)^{j}(-1)^{q-1} \prod_{1 \leq \ell<m \leq q-1}\left(\omega^{m}-\omega^{\ell}\right)
$$

Plugging $\operatorname{det}\left(\mathbf{M}_{1 j}\right)$ into (6.8) completes the proof.

Combining Fact 6.2.6 and Proposition 6.2.7 gives

Lemma 6.2.8. We have that

$$
\operatorname{det}(\tilde{\mathbf{F}})=\operatorname{det}\left(\tilde{\mathbf{F}}_{\mathbf{1}} \otimes \cdots \otimes \tilde{\mathbf{F}}_{\mathbf{k}}\right) \neq 0
$$

Recall that we assume that all the non-zero Fourier coefficients $\hat{E}^{\text {non }}(\boldsymbol{a})$ are zero. Now to make the linear system of equations in (6.5) complete, we add another constraint that $\hat{E}^{\mathrm{non}}(0)=$ $\sum_{\boldsymbol{z}} E^{\prime}(\boldsymbol{z})=c q^{k}$, where $c$ is a constant which will be determined later. Since $\tilde{\mathbf{F}}$ is non-singular, there is a unique solution to this system of $q^{k}$ linear equations. But we know the uniform distribution $E^{\prime}(\boldsymbol{z})=c$ for every $\boldsymbol{z} \in \Sigma^{k}$ is a solution (by the proof of the only if direction of Theorem 6.1.3), therefore this is the unique solution.

Now we have, for every $\boldsymbol{z} \in \Sigma^{k}, E(\boldsymbol{z}) \theta_{S}(\boldsymbol{z})=c$. Observe that $1 / \theta_{S}(\boldsymbol{z})=q^{k} p_{1}\left(z_{1}\right) \cdots p_{k}\left(z_{k}\right)$, and since $p_{i}(z)$ 's are marginal probabilities, $\sum_{z \in \Sigma} p_{i}(z)=1$ for every $i$, it follows that

$$
\sum_{\boldsymbol{z} \in \Sigma^{k}} \frac{1}{\theta_{S}(\boldsymbol{z})}=q^{k} \sum_{\boldsymbol{z} \in \Sigma^{k}} p_{1}\left(z_{1}\right) \cdots p_{k}\left(z_{k}\right)=q^{k}
$$

Using the fact that $\sum_{\boldsymbol{z} \in \Sigma^{k}} E(\boldsymbol{z})=1$, we arrive at

$$
1=\sum_{\boldsymbol{z} \in \Sigma^{k}} E(\boldsymbol{z})=c \sum_{\boldsymbol{z} \in \Sigma^{k}} \frac{1}{\theta_{S}(\boldsymbol{z})}=q^{k} c
$$

and therefore $c=\frac{1}{q^{k}}$ and $E(\boldsymbol{z})=\frac{1}{q^{k} \theta_{S}(\boldsymbol{z})}=p_{1}\left(z_{1}\right) \cdots p_{k}\left(z_{k}\right)$ as desired. This completes the proof of Lemma 6.2.1.

### 6.3 Zeroing-out non-uniform Fourier coefficients

Given a distribution $D$ which is not $k$-wise independent, what is the distance between $D$ and the non-uniform $k$-wise independence? In the following we will, based on the approach that has been applied to the uniform case, try to find a set of small-weight distributions to mix with $D$ in order to zero-out all the non-uniform Fourier coefficients of weight at most $k$. Moreover, we can bound the total weight added to the original distribution in this zeroing-out process in terms of the nonuniform Fourier coefficients of $D$. This will show that the characterization of the non-uniform $k$-wise independence given in Theorem 6.1.3 is robust.

A careful inspection of Theorem 3.3.4 and its proof shows that if we focus on the weights added to correct any fixed prime vector and its multiples, we actually prove the following.

Theorem 6.3.1. Let $E^{\prime}$ be a non-negative function ${ }^{2}$ defined over $\Sigma^{n}$, a be a prime vector of weight at most $k$ and $\hat{E}^{\prime}(\boldsymbol{a}), \hat{E}^{\prime}(2 \boldsymbol{a}), \ldots, \hat{E}^{\prime}((q-1) \boldsymbol{a})$ be the Fourier coefficients at $\boldsymbol{a}$ and its multiple vectors. Then there exist a set of non-negative real numbers $w_{j}, j=0,1, \ldots, q-1$, such that the (small-weight) distribution ${ }^{3} \mathscr{W}_{E^{\prime}, a} \stackrel{\text { def }}{=} \sum_{j=0}^{q-1} w_{j} U_{a, j}$ satisfies the following properties. The Fourier coefficients of $E^{\prime}+\mathscr{W}_{E^{\prime}, \boldsymbol{a}}$ at $\boldsymbol{a}, 2 \boldsymbol{a}, \ldots,(q-1) \boldsymbol{a}$ all equal zero and $\hat{\mathscr{W}}_{E^{\prime}, \boldsymbol{a}}(\boldsymbol{b})=0$ for all non-zero vectors that are not multiples of $\boldsymbol{a}$. Moreover, the total weight of $\mathscr{W}_{E^{\prime}, a}$ is at most $\sum_{j=0}^{q-1} w_{j} \leq$ $\sum_{\ell=1}^{q-1}\left|\hat{E}^{\prime}(\ell \boldsymbol{a})\right|$.

Applying Theorem 6.3.1 with $E^{\prime}$ equal to $D_{\operatorname{supp}(\boldsymbol{a})}^{\prime}$ gives rise to a small-weight distribution $\mathscr{W}_{D_{\text {supp }(\boldsymbol{a})}^{\prime}, \boldsymbol{a}}$ which, by abuse of notation, we denote by $\mathscr{W}_{\boldsymbol{a}}$. When we add $\mathscr{W}_{\boldsymbol{a}}$ to $D_{\operatorname{supp}(\boldsymbol{a})}^{\prime}$, the resulting non-negative function has zero Fourier coefficients at $\boldsymbol{a}$ and all its multiple vectors. That

[^16]is,
\[

$$
\begin{align*}
\hat{\mathscr{W}}_{\boldsymbol{a}}(\ell \boldsymbol{a}) & =-\hat{D}_{\operatorname{supp}(\boldsymbol{a})}^{\prime}(\ell \boldsymbol{a}), & & \text { for every } 1 \leq \ell \leq q-1  \tag{6.9}\\
& =-\hat{D}^{\text {non }}\left(\ell^{\prime} \boldsymbol{a}\right), & & \text { for every } \ell^{\prime} \operatorname{such} \text { that } \operatorname{supp}\left(\ell^{\prime} \boldsymbol{a}\right)=\operatorname{supp}(\boldsymbol{a}) . \tag{6.9}
\end{align*}
$$
\]

and for any $\boldsymbol{b}$ which is not a multiple of $\boldsymbol{a}$,

$$
\begin{equation*}
\hat{\mathscr{W}}_{a}(\boldsymbol{b})=0 \tag{6.10}
\end{equation*}
$$

However, this small-weight distribution only works for the auxiliary function $D_{\operatorname{supp}(\boldsymbol{a})}^{\prime}$ but what we are looking for is a small-weight distribution that corrects the non-uniform Fourier coefficients of $D$ at $\boldsymbol{a}$. To this end, we apply the reversed compressing/stretching factor to $\mathscr{W}_{a}$ to get $\tilde{\mathscr{W}}_{a}$,

$$
\begin{equation*}
\tilde{\mathscr{W}}_{a}(\boldsymbol{x}) \stackrel{\operatorname{def}}{=} \frac{\mathscr{W}_{a}(\boldsymbol{x})}{\theta_{[n]}(\boldsymbol{x})} \tag{6.11}
\end{equation*}
$$

The following lemma shows that mixing $D$ with $\tilde{\mathscr{W}}_{a}$ results in a distribution whose non-uniform Fourier coefficients at $a$ as well as its multiple vectors are zerd ${ }^{4}$. In addition, the mixing only adds a relatively small weight and may increase the magnitudes of the non-uniform Fourier coefficients only at vectors whose supports are completely contained in the support of $\boldsymbol{a}$.

Lemma 6.3.2. Let $D$ be a distribution over $\Sigma^{n}$ and $\boldsymbol{a}$ be a prime vector of weight at most $k$. Let $\operatorname{supp}(\boldsymbol{a})$ be the support set of $\boldsymbol{a}$ and $\tilde{\mathscr{W}}_{a}$ be as defined in (6.11). Let the maximum factor over all possible compressing/stretching factors be denoted as $\gamma_{k} \stackrel{\text { def }}{=} \max _{S, \boldsymbol{z}} \frac{1}{\theta_{S}(\boldsymbol{z})}$, where $S$ ranges over all subsets of $[n]$ of size at most $k$ and $\boldsymbol{z} \in \Sigma^{|S|}$. Then $\tilde{\mathscr{W}}_{a}$ satisfies the following properties:

1. The non-uniform Fourier coefficients of $D+\tilde{\mathscr{W}}_{a}$ at $\boldsymbol{a}$ as well as at the multiple vectors of $\boldsymbol{a}$ whose support sets are also $\operatorname{supp}(\boldsymbol{a})$ are all zero..$^{5}$ Moreover, $\hat{\tilde{W}}_{\boldsymbol{a}}{ }^{\text {non }}\left(\boldsymbol{a}^{\prime}\right)=0$ for every vector $\boldsymbol{a}^{\prime}$ whose support set is $\operatorname{supp}(\boldsymbol{a})$ but is not a multiple vector of $\boldsymbol{a}$.

[^17]2. For any vector $\boldsymbol{b}$ with $\operatorname{supp}(\boldsymbol{b}) \nsubseteq \operatorname{supp}(\boldsymbol{a}), \hat{\tilde{W}}_{\boldsymbol{a}}^{\text {non }}(\boldsymbol{b})=0$.
3. The total weight of $\tilde{\mathscr{W}}_{a}$ is at most $\gamma_{k} \sum_{\boldsymbol{x} \in \Sigma^{n}} \mathscr{W}_{\boldsymbol{a}}(\boldsymbol{x}) \leq \gamma_{k} \sum_{j=1}^{q-1}\left|\hat{D}^{\mathrm{non}}(j \boldsymbol{a})\right|$.
4. For any non-zero vector $\boldsymbol{c}$ with $\operatorname{supp}(\boldsymbol{c}) \subset \operatorname{supp}(\boldsymbol{a}), \hat{\tilde{W}}_{\boldsymbol{a}}^{\mathrm{non}}(\boldsymbol{c}) \leq \gamma_{k} \sum_{j=1}^{q-1}\left|\hat{D}^{\mathrm{non}}(j \boldsymbol{a})\right|$.

Proof. For simplicity, we assume that $\operatorname{supp}(\boldsymbol{a})=[k]$. Recall that $\mathscr{W}_{\boldsymbol{a}}=\sum_{j=0}^{q-1} w_{j} U_{\boldsymbol{a}, j}$ and $U_{\boldsymbol{a}, j}$ is the uniform distribution over the strings $\boldsymbol{x} \in \mathbb{Z}_{q}^{n}$ such that $\sum_{i=1}^{n} a_{i} x_{i} \equiv j(\bmod q)$. A simple while important observation is the following: since the support of $\boldsymbol{a}$ is [ $k$ ], if $x_{1} \cdots x_{k}$ satisfies the constraint $\sum_{i=1}^{k} a_{i} x_{i} \equiv j(\bmod q)$, then for any $y_{k+1} \cdots y_{n} \in \Sigma^{n-k}, x_{1} \cdots x_{k} y_{k+1} \cdots y_{n}$ will satisfy the constraint and thus is in the support of the distribution.

Remark on notation. In the rest of this section, we always write $\boldsymbol{x}$ for an $n$-bit vector in $\Sigma^{n}$ and write $\boldsymbol{z}$ for a $k$-bit vector in $\Sigma^{k}$.

Note that we may decompose $\mathscr{W}_{a}$ (or any non-negative function) into a sum of $q^{k}$ weighted distributions as $\mathscr{W}_{a}=\sum_{\boldsymbol{z} \in \Sigma^{k}} w_{\boldsymbol{z}} \mathscr{U}_{\boldsymbol{z}}$, such that each of the distribution $\mathscr{U}_{\boldsymbol{z}}$ is supported on the $|\Sigma|^{n-k}$ strings whose $k$-bit prefixes are $\boldsymbol{z}$. That is,

$$
w_{\boldsymbol{z}} \mathscr{U}_{\boldsymbol{z}}(\boldsymbol{x})= \begin{cases}\mathscr{W}_{\boldsymbol{a}}(\boldsymbol{x}), & \text { if } \boldsymbol{x}_{[k]}=\boldsymbol{z} \\ 0, & \text { otherwise }\end{cases}
$$

To make $\mathscr{U}_{\boldsymbol{z}}$ indeed a distribution, i.e., $\sum_{\boldsymbol{x}} \mathscr{U}_{\boldsymbol{z}}(\boldsymbol{x})=1$, we simply set

$$
\begin{equation*}
w_{z} \stackrel{\text { def }}{=}\left(\mathscr{W}_{a}\right)_{[k]}(\boldsymbol{z}) . \tag{6.12}
\end{equation*}
$$

That is, $w_{z}$ equals the mass of the projected distribution $\mathscr{W}_{a}$ at $\boldsymbol{z}$. By Theorem 6.3.1 clearly we have

$$
\begin{equation*}
\sum_{\boldsymbol{z} \in \Sigma^{k}} w_{\boldsymbol{z}} \leq \sum_{j=1}^{q-1}\left|\hat{D}^{\mathrm{non}}(j \boldsymbol{a})\right| . \tag{6.13}
\end{equation*}
$$

The aforementioned observation then implies that for every $\boldsymbol{z} \in \Sigma^{k}, \mathscr{U}_{z}$ is the uniform distribution over all $|\Sigma|^{n-k}$ strings whose $k$-bit prefixes are $\boldsymbol{z}$. In other words, $\mathscr{U}_{\boldsymbol{z}}$ is uniform over the
strings in its support. We will refer to these distributions as atomic uniform distributions. More explicitly,

$$
\mathscr{U}_{\boldsymbol{z}}(\boldsymbol{x})= \begin{cases}\frac{1}{q^{n-k}}, & \text { if } \boldsymbol{x}_{[k]}=\boldsymbol{z}  \tag{6.14}\\ 0, & \text { otherwise }\end{cases}
$$

After applying the compressing/stretching factor, $\mathscr{U}_{z}$ is transformed into $\tilde{\mathscr{U}}_{z}$ :

$$
\tilde{\mathscr{U}}_{\boldsymbol{z}}(\boldsymbol{x})= \begin{cases}\frac{1}{q^{n-k} \theta_{[n]}(\boldsymbol{x})}, & \text { if } \boldsymbol{x}_{[k]}=\boldsymbol{z}  \tag{6.15}\\ 0, & \text { otherwise }\end{cases}
$$

We call $\tilde{\mathscr{U}}_{z}$ a transformed atomic uniform distribution. Clearly we have

$$
\tilde{\mathscr{W}}_{\boldsymbol{a}}=\sum_{\boldsymbol{z} \in \Sigma^{k}} w_{\boldsymbol{z}} \tilde{\mathscr{U}}_{\boldsymbol{z}}
$$

We remark that both atomic uniform distributions and transformed atomic uniform distributions are introduced only for the sake of analysis; they play no role in the testing algorithm.

Our plan is to show the following: on the one hand, $\left\{w_{z} \tilde{\mathscr{U}}_{\boldsymbol{z}}\right\}_{z}$, the weighted transformed atomic uniform distributions, collectively zero-out the non-uniform Fourier coefficients of $D$ at $\boldsymbol{a}$ and all the multiple vectors of $\boldsymbol{a}$ whose supports are the same as $\boldsymbol{a}$. On the other hand, individually, each transformed atomic uniform distribution $\tilde{\mathscr{U}}_{z}$ has zero non-uniform Fourier coefficient at any vector whose support is not a subset of $\operatorname{supp}(\boldsymbol{a})$. Then by linearity of the Fourier transform, $\tilde{\mathscr{W}}_{\boldsymbol{a}}$ also has zero Fourier coefficients at these vectors.

We first show that if we project $\tilde{\mathscr{U}}_{z}$ to index set $[k]$ to obtain the distribution $\left(\tilde{\mathscr{U}}_{z}\right)_{[k]}$, then $\left(\tilde{\mathscr{U}}_{\boldsymbol{z}}\right)_{[k]}$ is supported only on a single string (namely $\boldsymbol{z}$ ) and has total weight $\frac{1}{\theta_{[k]}(\boldsymbol{z})}$, which is independent of the compressing/stretching factors applied to the last $n-k$ coordinates.

Remark on notation. To simplify notation, we will use Kronecker's delta function, $\delta(\boldsymbol{u}, \boldsymbol{v})$, in the following. By definition, $\delta(\boldsymbol{u}, \boldsymbol{v})$ equals 1 if $\boldsymbol{u}=\boldsymbol{v}$ and 0 otherwise. An important property of $\delta$-function is $\sum_{\boldsymbol{u}^{\prime}} f\left(\boldsymbol{u}^{\prime}\right) \delta\left(\boldsymbol{u}, \boldsymbol{u}^{\prime}\right)=f(\boldsymbol{u})$, where $f$ is an arbitrary function.

Claim 6.3.3. We have

$$
\begin{equation*}
\left(\tilde{\mathscr{U}}_{\boldsymbol{z}}\right)_{[k]}\left(\boldsymbol{z}^{\prime}\right)=\frac{\delta\left(\boldsymbol{z}^{\prime}, \boldsymbol{z}\right)}{\theta_{[k]}(\boldsymbol{z})}, \tag{6.16}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
\sum_{\boldsymbol{x} \in \Sigma^{n}} \tilde{\mathscr{U}}_{\boldsymbol{z}}(\boldsymbol{x})=\frac{1}{\theta_{[k]}(\boldsymbol{z})} \tag{6.16}
\end{equation*}
$$

Proof. Note that $\tilde{\mathscr{U}}_{\boldsymbol{z}}(\boldsymbol{x})$ can be written as

$$
\tilde{\mathscr{U}}_{\boldsymbol{z}}(\boldsymbol{x})=\frac{\delta\left(\boldsymbol{x}_{[k]}, \boldsymbol{z}\right)}{\theta_{[k]}(\boldsymbol{z})} \frac{1}{q^{n-k} \theta_{[k+1, n]}\left(\boldsymbol{x}_{[k+1, n]}\right)}=\frac{\delta\left(\boldsymbol{x}_{[k]}, \boldsymbol{z}\right)}{\theta_{[k]}(\boldsymbol{z})} \frac{1}{q^{n-k} \theta_{k+1}\left(x_{k+1}\right) \cdots \theta_{n}\left(x_{n}\right)} .
$$

Then by simple calculation,

$$
\begin{aligned}
\left(\tilde{\mathscr{U}}_{\boldsymbol{z}}\right)_{[k]}\left(\boldsymbol{x}_{[k]}\right)=\sum_{x_{k+1}, \ldots, x_{n}} \tilde{\mathscr{U}}_{\boldsymbol{z}}(\boldsymbol{x}) & =\frac{\delta\left(\boldsymbol{x}_{[k]}, \boldsymbol{z}\right)}{\theta_{[k]}(\boldsymbol{z})} \sum_{x_{k+1}, \ldots, x_{n}} \frac{1}{q^{n-k} \theta_{k+1}\left(x_{k+1}\right) \cdots \theta_{n}\left(x_{n}\right)} \\
& =\frac{\delta\left(\boldsymbol{x}_{[k]}, \boldsymbol{z}\right)}{\theta_{[k]}(\boldsymbol{z})} \frac{1}{q^{n-k}} \sum_{x_{k+1}, \ldots, x_{n}} q^{n-k} p_{k+1}\left(x_{k+1}\right) \cdots p_{n}\left(x_{n}\right) \\
& =\frac{\delta\left(\boldsymbol{x}_{[k]}, \boldsymbol{z}\right)}{\theta_{[k]}(\boldsymbol{z})}\left(\sum_{x_{k+1}} p_{k+1}\left(x_{k+1}\right)\right) \cdots\left(\sum_{x_{n}} p_{n}\left(x_{n}\right)\right) \\
& =\frac{\delta\left(\boldsymbol{x}_{[k]}, \boldsymbol{z}\right)}{\theta_{[k]}(\boldsymbol{z})} .
\end{aligned}
$$

Note that (6.16) is exactly what we want, since to compute the non-uniform Fourier coefficient of $w_{\boldsymbol{z}} \tilde{\mathscr{U}}_{\boldsymbol{z}}\left(\boldsymbol{z}^{\prime}\right)$ at $\boldsymbol{a}$, we need to multiply the projected distribution by $\theta_{[k]}\left(\boldsymbol{z}^{\prime}\right)$. Specifically, denote the transformed function $\mathcal{F}\left(\tilde{\mathscr{W}}_{a}, \boldsymbol{a}\right)$ (as defined in (6.2) by $\mathscr{W}^{\prime}$ and use (6.16), then for every $z^{\prime} \in \Sigma^{k}$,

$$
\begin{aligned}
\mathscr{W}^{\prime}\left(\boldsymbol{z}^{\prime}\right) & =\left(\tilde{\mathscr{W}}_{\boldsymbol{a}}\right)_{[k]}\left(\boldsymbol{z}^{\prime}\right) \theta_{[k]}\left(\boldsymbol{z}^{\prime}\right) \\
& =\sum_{\boldsymbol{z}} w_{\boldsymbol{z}}\left(\tilde{\mathscr{U}}_{\boldsymbol{z}}\right)_{[k]}\left(\boldsymbol{z}^{\prime}\right) \theta_{[k]}\left(\boldsymbol{z}^{\prime}\right) \\
& =\sum_{\boldsymbol{z}} w_{\boldsymbol{z}} \frac{\delta\left(\boldsymbol{z}^{\prime}, \boldsymbol{z}\right)}{\theta_{[k]}(\boldsymbol{z})} \theta_{[k]}\left(\boldsymbol{z}^{\prime}\right) \\
& =w_{\boldsymbol{z}^{\prime}}
\end{aligned}
$$

It follows that $\mathscr{W}^{\prime}=\mathscr{W}_{\boldsymbol{a}}$ by（6．12）．Therefore for any vector $\boldsymbol{b}$ whose support set is $[k]$ ，we have $\hat{\tilde{\mathscr{W}}}_{\boldsymbol{a}}^{\text {non }}(\boldsymbol{b})=\hat{\mathscr{W}}_{\boldsymbol{a}}(\boldsymbol{b})$ ．In particular，by（6．⿹勹口 $]$ and 6.10 ），$\hat{\tilde{\mathscr{W}}}_{\boldsymbol{a}}^{\text {non }}\left(\ell^{\prime} \boldsymbol{a}\right)=-\hat{D}^{\mathrm{non}}\left(\ell^{\prime} \boldsymbol{a}\right)$ for every vector $\ell^{\prime} \boldsymbol{a}$ such that $\operatorname{supp}\left(\ell^{\prime} \boldsymbol{a}\right)=\operatorname{supp}(\boldsymbol{a})$ and $\tilde{\tilde{W}}_{\boldsymbol{a}}^{\text {non }}(\boldsymbol{b})=0$ for every vector $\boldsymbol{b}$ which is not a multiple of $\boldsymbol{a}$ and satisfies $\operatorname{supp}(\boldsymbol{b})=\operatorname{supp}(\boldsymbol{a})$ ．This proves the first part of the Lemma 6．3．2．

Next we consider the non－uniform Fourier coefficient of $\tilde{\mathscr{U}}_{\boldsymbol{a}}$ at $\boldsymbol{b}$ ，where $\operatorname{supp}(\boldsymbol{b}) \nsubseteq[k]$ ．With－ out loss of generality，assume that $\operatorname{supp}(\boldsymbol{b})=\{\ell+1, \ldots, k, k+1, \ldots, k+m\}$ ，where $\ell \leq k-1$ and $m \geq 1$ ．Consider the non－uniform Fourier coefficient of any atomic uniform distribution $\tilde{\mathscr{U}}_{z}$ at $\boldsymbol{b}$ ．By the form of $\tilde{\mathscr{U}}_{\boldsymbol{z}}(\boldsymbol{x})$ in（6．15），

$$
\begin{aligned}
& \left(\tilde{\mathscr{U}}_{\boldsymbol{z}}\right)_{\text {supp }(\boldsymbol{b})}\left(x_{\ell+1}, \ldots, x_{k+m}\right)=\left(\tilde{\mathscr{U}}_{\boldsymbol{z}}\right)_{[\ell+1, k+m]}\left(x_{\ell+1}, \ldots, x_{k+m}\right) \\
= & \sum_{x_{1}, \ldots, x_{\ell} x_{k+m+1}, \ldots, x_{n}} \sum_{\tilde{U}_{\boldsymbol{z}}}(\boldsymbol{x}) \\
= & \frac{1}{q^{n-k}} \sum_{x_{1}, \ldots, x_{\ell}} \frac{\delta\left(\boldsymbol{x}_{[k]}, \boldsymbol{z}\right)}{\theta_{[k]}(\boldsymbol{z})} \sum_{x_{k+m+1}, \ldots, x_{n}} \frac{1}{\theta_{k+1}\left(x_{k+1}\right) \cdots \theta_{k+m}\left(x_{k+m}\right) \theta_{k+m+1}\left(x_{k+m+1}\right) \cdots \theta_{n}\left(x_{n}\right)} \\
= & \frac{\delta\left(\boldsymbol{x}_{[\ell+1, k]}, \boldsymbol{z}_{[\ell+1, k]]}\right)}{q^{n-k} \theta_{[k]}(\boldsymbol{z})} \frac{q^{n-k-m}}{\theta_{k+1}\left(x_{k+1}\right) \cdots \theta_{k+m}\left(x_{k+m}\right)}\left(\sum_{x_{k+m+1}} p_{k+m+1}\left(x_{k+m+1}\right)\right) \cdots\left(\sum_{x_{n}} p_{n}\left(x_{n}\right)\right) \\
= & \frac{1}{q^{m} \theta_{[k]}(\boldsymbol{z}) \theta_{k+1}\left(x_{k+1}\right) \cdots \theta_{k+m}\left(x_{k+m}\right)} \delta\left(\boldsymbol{x}_{[\ell+1, k]}, \boldsymbol{z}_{[\ell+1, k]}\right) .
\end{aligned}
$$

Therefore，after applying the compressing／stretching transformation，$\tilde{\mathscr{U}}_{\boldsymbol{z}}$ is uniform over $[k+1, k+$ $m]$ ．Consequently，its non－uniform Fourier coefficient at $\boldsymbol{b}$ is

$$
\begin{aligned}
\hat{\mathscr{U}}_{\boldsymbol{z}}^{\text {non }}(\boldsymbol{b}) & =\sum_{x_{\ell+1, \ldots, x_{k+m}} \frac{\delta\left(\boldsymbol{x}_{[\ell+1, k]}, \boldsymbol{z}_{[\ell+1, k]}\right) \theta_{\ell+1}\left(x_{\ell+1}\right) \cdots \theta_{k+m}\left(x_{k+m}\right)}{q^{m} \theta_{[k]}(\boldsymbol{z}) \theta_{k+1}\left(x_{k+1}\right) \cdots \theta_{k+m}\left(x_{k+m}\right)} e^{\frac{2 \pi i}{q}\left(b_{\ell+1} x_{\ell+1}+\cdots+b_{k+m} x_{k+m}\right)}} \\
& =\frac{e^{\frac{2 \pi i}{q}\left(b_{\ell+1} z_{\ell+1}+\cdots+b_{k} z_{k}\right)}}{q^{m} \theta_{1}\left(z_{1}\right) \cdots \theta_{\ell}\left(z_{\ell}\right)} \sum_{x_{k+1}, \ldots, x_{k+m}} e^{\frac{2 \pi i}{q}\left(b_{k+1} x_{k+1}+\cdots+b_{k+m} x_{k+m}\right)} \\
& =\frac{e^{\frac{2 \pi i}{q}\left(b_{\ell+1} z_{\ell+1}+\cdots+b_{k} z_{k}\right)}}{q^{m} \theta_{1}\left(z_{1}\right) \cdots \theta_{\ell}\left(z_{\ell}\right)} \sum_{x_{k+2}, \ldots, x_{k+m}} e^{\frac{2 \pi i}{q}\left(b_{k+2} x_{k+2}+\cdots+b_{k+m} x_{k+m}\right)} \sum_{x_{k+1}} e^{\frac{2 \pi i}{q}\left(b_{k+1} x_{k+1}\right)} \\
& =0
\end{aligned}
$$

where the last step follows from Fact 2.2 .1 as $b_{k+1}$ is non-zero. This proves the second part of the Lemma 6.3.2.

By 6.16 in Claim 6.3.3 the total weight added by a transformed atomic uniform distribution is $\frac{w_{z}}{\theta_{[k]}(z)} \leq \gamma_{k} w_{\boldsymbol{z}}$. Adding the weights of all the atomic uniform distributions together and using the upper bound on total weights in (6.13) proves the third part of Lemma 6.3.2.

For the last part, assume $\operatorname{supp}(\boldsymbol{c})=T \subset[k]$. Now consider the contribution of a transformed atomic uniform distribution $w_{z} \tilde{\mathscr{U}}_{z}$ to the non-uniform Fourier coefficient at $c$. The probability mass at $\boldsymbol{z}_{T}^{\prime}$ of the transformed atomic distribution is

$$
\begin{aligned}
\mathcal{F}\left(w_{\boldsymbol{z}} \tilde{\mathscr{U}}_{\boldsymbol{z}}, \boldsymbol{c}\right)\left(\boldsymbol{z}_{T}^{\prime}\right) & =w_{\boldsymbol{z}}\left(\frac{\delta\left(\boldsymbol{z}^{\prime}, \boldsymbol{z}\right)}{\theta_{[k]}(\boldsymbol{z})}\right)_{T} \theta_{T}\left(\boldsymbol{z}_{T}^{\prime}\right) \\
& =w_{\boldsymbol{z}} \frac{\theta_{T}\left(\boldsymbol{z}_{T}^{\prime}\right)}{\theta_{[k]}(\boldsymbol{z})} \delta\left(\boldsymbol{z}_{T}^{\prime}, \boldsymbol{z}_{T}\right)
\end{aligned}
$$

Therefore we can upper bound its non-uniform Fourier coefficient at $\boldsymbol{c}$ by

$$
\begin{array}{rlr}
\left|\hat{\mathcal{F}}\left(w_{\boldsymbol{z}} \tilde{\mathscr{U}}_{\boldsymbol{z}}, \boldsymbol{c}\right)(\boldsymbol{c})\right| & \leq\left|\sum_{\boldsymbol{z}_{T}^{\prime}} \mathcal{F}\left(w_{\boldsymbol{z}} \tilde{\mathscr{U}}_{\boldsymbol{z}}, \boldsymbol{c}\right)\left(\boldsymbol{z}_{T}^{\prime}\right)\right| & \\
& =w_{\boldsymbol{z}} \frac{\theta_{T}\left(\boldsymbol{z}_{T}^{\prime}\right)}{\theta_{[k]}(\boldsymbol{z})} & \\
& \leq w_{\boldsymbol{z}} \frac{1}{\theta_{[k]}(\boldsymbol{z})} & \\
& \leq \gamma_{k} w_{\boldsymbol{z}} . & \\
\text { (since } \mathcal{F}\left(w_{\boldsymbol{z}} \tilde{\mathscr{U}}_{\boldsymbol{z}}, \boldsymbol{c}\right) \text { is non-negative) } \\
\left.\theta_{T}\left(\boldsymbol{z}_{T}^{\prime}\right) \leq 1\right)
\end{array}
$$

Finally we add up the weights of all transformed atomic uniform distributions in $\tilde{\mathscr{W}}$ and apply (6.13) to prove the last part of Lemma 6.3.2.

Now for any prime vector $\boldsymbol{a}$ of weight $k$, we can mix $D$ with $\tilde{\mathscr{U}}_{\boldsymbol{a}}$ to zero-out the non-uniform Fourier coefficient at $\boldsymbol{a}$ and all its multiples whose supports sets are $\operatorname{supp}(\boldsymbol{a})$. By Lemma 6.3.2, the added small-weight distribution will only increase the magnitudes of the non-uniform Fourier coefficients at vectors whose supports are strict subsets of $\operatorname{supp}(\boldsymbol{a})$. After doing this for all the prime vectors at level $k$, we obtain a distribution whose non-uniform Fourier coefficients at level
$k$ are all zero. We then recompute the non-uniform Fourier coefficients of the new distribution and repeat this process for prime vectors whose weights are $k-1$. By iterating this process $k$ times, we finally zero out all the non-uniform Fourier coefficients on the first level and obtain a non-uniform $k$-wise independent distribution.

Theorem 3.3.5, Let $D$ be a distribution over $\Sigma^{n}$, then

$$
\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right) \leq O\left(n^{\frac{k^{2}-k+2}{2}} q^{k(k+1)}\right) \max _{\boldsymbol{a}: 0<\mathrm{wt}(\boldsymbol{a}) \leq k}\left|\hat{D}^{\mathrm{non}}(\boldsymbol{a})\right| .
$$

Proof. First observe that for every $1 \leq i \leq n$ and every $z \in \Sigma, \frac{1}{\theta_{i}(z)}=q p_{i}(z)<q$, so $\gamma_{j}<q^{j}$, for every $1 \leq j \leq k$.

We consider the zeroing-out processes in $k+1$ stages. At stage 0 we have the initial distribution. Finally at stage $k$, we zero-out all the level-1 non-uniform Fourier coefficients and obtain a nonuniform $k$-wise independent distribution.

Let $f_{\max }=\max _{0<\mathrm{wt}(\boldsymbol{a}) \leq k}\left|\hat{D}^{\mathrm{non}}(\boldsymbol{a})\right|$. To simplify notation, we shall normalize by $f_{\max }$ every bound on the magnitudes of the non-uniform Fourier coefficients as well as every bound on the total weight added in each stage. That is, we divide all the quantities by $f_{\max }$ and work with the ratios.

Let $f^{(j)}$ denote the maximum magnitude, divided by $f_{\max }$, of all the non-uniform Fourier coefficients that have not been zeroed-out at stage $j$; that is, the non-uniform Fourier coefficients at level $i$ for $1 \leq i \leq k-j$. Clearly $f^{(0)}=1$.

Now we consider the zeroing-out process at stage 1. There are $\binom{n}{k}(q-1)^{k}$ vectors at level $k$, and by part(3) of Lemma 6.3.2, correcting the non-uniform Fourier coefficient at each vector adds a weight at most $\gamma_{k}(q-1) f^{(0)}$. Therefore, the total weight added at stage 1 is at most $\binom{n}{k}(q-1)^{k} \gamma_{k}(q-1) f^{(0)}=O\left(n^{k} q^{2 k+1}\right)$. Next we calculate $f^{(1)}$, the maximal magnitude of the remaining non-uniform Fourier coefficients. For any vector $\boldsymbol{c}$ at level $i, 1 \leq i \leq k-1$, there are $\binom{n-i}{k-i}(q-1)^{k-i}$ vectors at level $k$ whose support sets are supersets of $\operatorname{supp}(\boldsymbol{c})$. By part(4) of Lemma 6.3.2, zeroing-out the non-uniform Fourier coefficient at each such vector may increase $\left|\hat{D}^{\mathrm{non}}(\boldsymbol{c})\right|$ by $\gamma_{k}(q-1) f^{(0)}$. Therefore the magnitude of the non-uniform Fourier coefficient at $\boldsymbol{c}$ is
at most

$$
f^{(0)}+\binom{n-i}{k-i}(q-1)^{k-i} \gamma_{k}(q-1) f^{(0)}=O\left(n^{k-i} q^{2 k-i+1}\right) .
$$

Clearly the worst case happens when $i=1$ and we thus have $f^{(1)} \leq O\left(n^{k-1} q^{2 k}\right)$.
In general it is easy to see that at every stage, the maximum magnitude increases of the nonuniform Fourier coefficients always occur at level 1 . At stage $j$, we need to zero-out the nonuniform Fourier coefficients at level $k-j+1$. For a vector $\boldsymbol{a}$ at level 1, there are $\binom{n-1}{k-j}(q-1)^{k-j}$ vectors at level $k-j+1$ whose support sets are supersets of $\operatorname{supp}(\boldsymbol{a})$, and the increase in magnitude of $\hat{D}^{\text {non }}(\boldsymbol{a})$ caused by each such level- $(k-j+1)$ vector is at most $\gamma_{k-j+1}(q-1) f^{(j-1)}$. We thus have

$$
f^{(j)} \leq\binom{ n-1}{k-j}(q-1)^{k-j} \gamma_{k-j+1}(q-1) f^{(j-1)} \leq O\left(n^{k-j} q^{2(k-j+1)}\right) f^{(j-1)}, \quad \text { for } 1 \leq j \leq k-1
$$

This in turn gives

$$
f^{(j)} \leq O\left(n^{\frac{j(2 k-j-1)}{2}} q^{j(2 k-j+1)}\right), \quad \text { for } 1 \leq j \leq k-1 .
$$

It is easy to check that the weights added at stage $k$ dominates the weights added at all previous stages, therefore the total weight added during all $k+1$ stages is at most

$$
O\left(\binom{n}{1}(q-1) \gamma_{1}\right) f^{(k-1)} \leq O\left(n^{\frac{k^{2}-k+2}{2}} q^{k(k+1)}\right) .
$$

### 6.4 Testing algorithm and its analysis

We now study the problem of testing non-uniform $k$-wise independence over $\mathbb{Z}_{q}^{n}$. Define

$$
\theta_{\max } \stackrel{\text { def }}{=} \max _{S \subset[n], 0<|S| \leq k, \boldsymbol{z} \in \Sigma^{|S|}} \theta_{S}(\boldsymbol{z})
$$

to be the maximum compressing/stretching factor we ever apply when compute the non-uniform Fourier coefficients.

Claim 6.4.1. For any $0 \leq \delta \leq 1$, if $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right) \leq \delta$, then for any non-zero vector $\boldsymbol{a}$ of weight at most $k,\left|\hat{D}^{\text {non }}(\boldsymbol{a})\right| \leq q \theta_{\max } \delta$.

Proof. Recall that we compute the non-uniform Fourier coefficient of $D$ at $\boldsymbol{a}$ by first projecting $D$ to $\operatorname{supp}(\boldsymbol{a})$ and then apply a compressing/stretching factor to each marginal probability in $D_{\operatorname{supp}(\boldsymbol{a})}$. Let $D^{\prime}$ be any $k$-wise independent distribution with $\Delta\left(D, D^{\prime}\right) \leq \delta$. For every $0 \leq j \leq q-1$, let $P_{\boldsymbol{a}, j}^{\text {non }}$ and $P_{\boldsymbol{a}, j}^{\mathrm{non}}$ be the total probability mass of points in $D$ and $D^{\prime}$ that satisfy $\boldsymbol{a} \cdot \boldsymbol{z} \equiv j(\bmod \mathrm{q})$ after applying the compressing/stretching factors. By the definitions of statistical distance and $\theta_{\text {max }}$, we have

$$
\begin{aligned}
\left|P_{\boldsymbol{a}, j}^{D}-1 / q\right| & =\left|P_{\boldsymbol{a}, j}^{\mathrm{non}}-P_{\boldsymbol{a}, j}^{\mathrm{non}}\right| \\
& =\mid \sum_{\boldsymbol{a} \cdot \boldsymbol{z} \equiv j}(\bmod \mathrm{q}) \\
& \left.\leq D_{\operatorname{supp}(\boldsymbol{a})}(\boldsymbol{z})-D_{\operatorname{supp}(\boldsymbol{a})}^{\prime}(\boldsymbol{z})\right) \theta_{\operatorname{supp}(\boldsymbol{a})}(\boldsymbol{z}) \mid \\
& \sum_{\boldsymbol{a} \cdot \boldsymbol{z} \equiv j}\left|\left(D_{\operatorname{supp}(\boldsymbol{a})}(\boldsymbol{\operatorname { m o d }})-D_{\operatorname{supp}(\boldsymbol{a})}^{\prime}(\boldsymbol{z})\right) \theta_{\operatorname{supp}(\boldsymbol{a})}(\boldsymbol{z})\right| \\
& \leq \theta_{\max } \sum_{\boldsymbol{a} \cdot \boldsymbol{z} \equiv j(\bmod \mathrm{q})}\left|D_{\operatorname{supp}(\boldsymbol{a})}(\boldsymbol{z})-D_{\operatorname{supp}(\boldsymbol{a})}^{\prime}(\boldsymbol{z})\right| \\
& \leq \theta_{\max } \delta .
\end{aligned}
$$

Now applying Fact 3.5.3 gives the claimed bound.
For simplicity, in the following we use $M^{\mathrm{non}}(n, k, q) \stackrel{\text { def }}{=} O\left(n^{\frac{k^{2}-k+2}{2}} q^{k(k+1)}\right)$ to denote the bound in Theorem 3.3.5

Theorem 6.4.2. There is an algorithm that tests the non-uniform $k$-wise independence over $\Sigma^{n}$ with query complexity $\tilde{O}\left(\frac{\theta_{\max }^{2} n^{\left(k^{2}-k+2\right)} q^{2\left(k^{2}+2 k+1\right)}}{\epsilon^{2}}\right)$ and time complexity $\tilde{O}\left(\frac{\theta_{\max }^{2} n^{\left(k^{2}+2\right)} q^{\left.2 k^{2}+5 k+2\right)}}{\epsilon^{2}}\right)$ and satisfies the following: for any distribution $D$ over $\Sigma^{n}$, if $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right) \leq \frac{\epsilon}{3 q \theta_{\max } M^{\mathrm{non}}(n, k, q)}$, then with probability at least $2 / 3$, the algorithm accepts; if $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right)>\epsilon$, then with probability at least $2 / 3$, the algorithm rejects.

We now briefly sketch the proof of Theorem 6.4.2. Instead of estimating $P_{a, j}$ as in the proof

## Test-Non-Uniform-KWI $(D, k, q, \epsilon)$

1. Sample $D$ independently $m=O\left(\frac{q^{2(k+1)} \theta_{\text {max }}^{2} M^{\text {non }}(n, k, q)^{2}}{\epsilon^{2}} \log (M(n, k, q))\right)$ times
2. Use the samples to estimate, for each non-zero vector $\boldsymbol{a}$ of weight at most $k$ and each $\boldsymbol{z} \in \Sigma^{|\operatorname{supp}(\boldsymbol{a})|}, D_{\operatorname{supp}(\boldsymbol{a})}(\boldsymbol{z})$

- Compute $D_{\operatorname{supp}(\boldsymbol{a})}^{\prime}(\boldsymbol{z})=\theta_{S}(\boldsymbol{z}) D_{\operatorname{supp}(\boldsymbol{a})}(\boldsymbol{z})$
- Compute $\hat{D}^{\text {non }}(\boldsymbol{a}) \stackrel{\text { def }}{=} \hat{D}_{\operatorname{supp}(\boldsymbol{a})}^{\prime}(\boldsymbol{a})=\sum_{\boldsymbol{z}} D_{\operatorname{supp}(\boldsymbol{a})}^{\prime}(\boldsymbol{z}) e^{\frac{2 \pi i}{q} \boldsymbol{a} \cdot \boldsymbol{z}}$

3. If $\max _{\boldsymbol{a}}\left|\hat{D}{ }^{\mathrm{non}}(\boldsymbol{a})\right| \leq \frac{2 \epsilon}{3 M^{\text {non }}(n, k, q)}$ return "Accept"; else return "Reject"

Figure 6-1: Algorithm for testing non-uniform $k$-wise independence.

Theorem 3.5.2, we estimate $D_{\operatorname{supp}(\boldsymbol{a})}(\boldsymbol{z})$ for every $\boldsymbol{z}$ such that $\boldsymbol{a} \cdot \boldsymbol{z} \equiv j(\operatorname{modq})$. Since each $P_{\boldsymbol{a}, j}^{\text {non }}$ is the sum of at most $q^{k}$ terms, where each term is some $D_{\operatorname{supp}(\boldsymbol{a})}(\boldsymbol{z})$ multiplied by a factor at most $\theta_{\max }$, it suffices to estimate each $D_{\operatorname{supp}(\boldsymbol{a})}(\boldsymbol{z})$ within additive error $\epsilon / 3 q M^{\text {non }}(n, k, q) q^{k} \theta_{\max }$. The soundness part follows directly from Claim 6.4.1.

### 6.5 Testing algorithm when the marginal probabilities are unknown

If the one-dimensional marginal probabilities $p_{i}(z)$ are not known, we can first estimate these probabilities by sampling the distribution $D$ and then plug these empirical estimates into the testing algorithm shown in Fig 6-1. The only difference between this case and the known probabilities case is that we need to deal with errors from two sources: apart from those in estimating $D_{\operatorname{supp}(\boldsymbol{a})}(\boldsymbol{z})$ there are additional errors from estimating the compressing/stretching factors. It turns out that the query and time complexity are essentially the same when all the one-dimensional marginal probabilities are bounded away from zero.

In the following we write $p_{\min }=\min _{i, z} p_{i}(z)$ for the minimum one-dimensional marginal probability. Note that $\theta_{\max } \leq\left(q p_{\min }\right)^{-k}$.

Theorem 6.5.1. There is an algorithm that tests the non-uniform $k$-wise independence over $\Sigma^{n}$
where the one-dimensional marginal probabilities of the given distribution are unknown. The algorithm has query complexity $\tilde{O}\left(\frac{\theta_{\max }^{2} n^{\left(k^{2}-k+2\right)} q^{2\left(k^{2}+2 k+1\right)}}{\epsilon^{2} p_{\min }}\right)$ and time complexity $\tilde{O}\left(\frac{\theta_{\max }^{2} n^{\left(k^{2}+2\right)} q^{\left(2 k^{2}+5 k+2\right)}}{\epsilon^{2} p_{\min }}\right)$ and satisfies the following: for any distribution $D$ over $\Sigma^{n}$, if $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right) \leq \frac{\epsilon}{3 q \theta_{\max } M^{\mathrm{non}}(n, k, q)}$, then with probability at least $2 / 3$, the algorithm accepts; if $\Delta\left(D, \mathcal{D}_{\mathrm{kwi}}\right)>\epsilon$, then with probability at least $2 / 3$, the algorithm rejects. ${ }^{6}$

Proof. The algorithm is essentially the same as that of Theorem 6.4.2 shown in Fig 6-1. The only difference is that this new algorithm first uses $m=\tilde{O}\left(\frac{\theta_{\max }^{2} n^{\left(k^{2}-k+2\right)} q^{2\left(k^{2}+2 k+1\right)}}{\epsilon^{2} p_{\text {min }}}\right)$ samples to estimate, for each $1 \leq i \leq n$ and each $z \in \Sigma$, the one-dimensional marginal probability $p_{i}(z)$. Denote the estimated marginal probabilities by $p_{i}^{\prime}(z)$ and similarly the estimated compressing/stretching factors by $\theta_{S}^{\prime}(\boldsymbol{z})$. After that, the algorithm uses the same samples to estimate, for every non-zero $\boldsymbol{a}$ of weight at most $k$ and every $\boldsymbol{z}$, the projected probability $D_{\operatorname{supp}(\boldsymbol{a})}(\boldsymbol{z})$. Then it uses these probabilities together with the estimated one-dimensional marginal probabilities to calculate $\hat{D}^{\text {non }}(\boldsymbol{a})$.

By Chernoff bound, for every $p_{i}^{\prime}(z)$, with probability at least $1-1 / 6 q^{n}$, we have $1-\epsilon^{\prime} \leq \frac{p_{i}^{\prime}(z)}{p_{i}(z)} \leq$ $1+\epsilon^{\prime}$, where $\epsilon^{\prime}=\epsilon /\left(12 k q \theta_{\max } M^{\text {non }}(n, k, q)\right)$. Therefore by union bound, with probability at least $5 / 6$, all the estimated one-dimensional marginal probabilities have at most $\left(1 \pm \epsilon^{\prime}\right)$ multiplicative errors.

It is easy to verify by Taylor's expansion that for any fixed integer $k>1,(1+y)^{k} \leq 1+2 k y$ for all $0 \leq y \leq 1 /(k-1)$. Also by Bernoulli's inequality, $(1-y)^{k} \geq 1-k y$ for all $0 \leq$ $y \leq 1$. Combining these two facts with the multiplicative error bound for $p_{i}^{\prime}(z)$, we get that with probability at least $5 / 6$ all the estimated compressing/stretching factors have at most $\left(1 \pm 2 k \epsilon^{\prime}\right)$ multiplicative errors, as every such factor is a product of at most $k$ factors of the form $1 / q p_{i}(z)$.

Also by Chernoff bound, we have with probability at least $5 / 6$,

$$
\left|\bar{D}_{\operatorname{supp}(\boldsymbol{a})}(\boldsymbol{z})-D_{\operatorname{supp}(\boldsymbol{a})}(\boldsymbol{z})\right| \leq \frac{\epsilon}{12 q M^{\mathrm{non}}(n, k, q) q^{k} \theta_{\max }}
$$

for every $\boldsymbol{a}$ and $\boldsymbol{z}$.

[^18]
## Define

$$
P_{\boldsymbol{a}, j}^{\mathrm{non}} \stackrel{\text { def }}{=} \sum_{\boldsymbol{a} \cdot \boldsymbol{z} \equiv j(\bmod q)} D_{\operatorname{supp}(\boldsymbol{a})}(\boldsymbol{z}) \theta_{\operatorname{supp}(\boldsymbol{a})}(\boldsymbol{z})
$$

as the "non-uniform" $P_{a, j}$.

Our estimated value of $P_{\boldsymbol{a}, j}^{\text {non }}$, denoted by $\bar{P}_{\boldsymbol{a}, j}^{\mathrm{non}}$, is in fact

$$
\bar{P}_{\boldsymbol{a}, j}^{\mathrm{non}}=\sum_{\boldsymbol{a} \cdot \boldsymbol{z} \equiv j(\bmod \mathrm{q})} \bar{D}_{\operatorname{supp}(\boldsymbol{a})}(\boldsymbol{z}) \theta_{\operatorname{supp}(\boldsymbol{a})}^{\prime}(\boldsymbol{z}),
$$

where $\bar{D}_{\operatorname{supp}(\boldsymbol{a})}(\boldsymbol{z})$ denotes the empirical estimate of $D_{\operatorname{supp}(\boldsymbol{a})}(\boldsymbol{z})$. To simplify notation, in the following we write $P(\boldsymbol{z})=D_{\operatorname{supp}(\boldsymbol{a})}(\boldsymbol{z}), \bar{P}(\boldsymbol{z})=\bar{D}_{\operatorname{supp}(\boldsymbol{a})}(\boldsymbol{z}), \theta(\boldsymbol{z})=\theta_{\operatorname{supp}(\boldsymbol{a})}(\boldsymbol{z})$ and $\theta^{\prime}(\boldsymbol{z})=$ $\theta_{\operatorname{supp}(\boldsymbol{a})}^{\prime}(\boldsymbol{z})$.

Putting the two error estimates together, we have with probability at least $2 / 3$, for every $\boldsymbol{a}$ and j

$$
\begin{aligned}
& \left|\bar{P}_{a, j}^{\mathrm{non}}-P_{a, j}^{\mathrm{non}}\right|=\left|\sum_{\boldsymbol{a} \cdot \boldsymbol{z} \equiv j(\bmod \mathrm{q})} \bar{P}(\boldsymbol{z}) \theta^{\prime}(\boldsymbol{z})-P(\boldsymbol{z}) \theta(\boldsymbol{z})\right| \\
& =\left|\sum_{a \cdot \boldsymbol{z} \equiv j(\bmod \mathrm{q})} \bar{P}(\boldsymbol{z}) \theta^{\prime}(\boldsymbol{z})-P(\boldsymbol{z}) \theta^{\prime}(\boldsymbol{z})+P(\boldsymbol{z}) \theta^{\prime}(\boldsymbol{z})-P(\boldsymbol{z}) \theta(\boldsymbol{z})\right| \\
& \leq\left|\sum_{\boldsymbol{a} \cdot \boldsymbol{z} \equiv j(\bmod \mathrm{q})} \bar{P}(\boldsymbol{z}) \theta^{\prime}(\boldsymbol{z})-P(\boldsymbol{z}) \theta^{\prime}(\boldsymbol{z})\right|+\left|\sum_{a \cdot \boldsymbol{z} \equiv j(\bmod \mathrm{q})} P(\boldsymbol{z}) \theta^{\prime}(\boldsymbol{z})-P(\boldsymbol{z}) \theta(\boldsymbol{z})\right| \\
& \leq \sum_{\boldsymbol{a} \cdot \boldsymbol{z} \equiv j(\bmod q)} \theta^{\prime}(\boldsymbol{z})|\bar{P}(\boldsymbol{z})-P(\boldsymbol{z})|+\sum_{\boldsymbol{a} \cdot \boldsymbol{z} \equiv j(\bmod q)} P(\boldsymbol{z})\left|\theta^{\prime}(\boldsymbol{z})-\theta(\boldsymbol{z})\right| \\
& \leq 2 \theta_{\max } \sum_{a \cdot \boldsymbol{z} \equiv j(\bmod q)}|\bar{P}(\boldsymbol{z})-P(\boldsymbol{z})|+\left(2 k \epsilon^{\prime}\right) \theta_{\max } \sum_{\boldsymbol{a} \cdot \boldsymbol{z} \equiv j(\bmod q)} P(\boldsymbol{z}) \\
& \leq 2 \theta_{\max } q^{k} \frac{\epsilon}{12 q M^{\mathrm{non}}(n, k, q) q^{k} \theta_{\max }}+2 k \theta_{\max } \frac{\epsilon}{12 k q \theta_{\max } M^{\mathrm{non}}(n, k, q)} \\
& =\frac{\epsilon}{3 q M^{\mathrm{non}}(n, k, q)} \text {. }
\end{aligned}
$$

The rest of the proof is similar to that of Theorem 3.5.2 so we omit the details.

## Chapter 7

## Testing Almost $k$-wise Independence over Product Spaces

We study the problem of testing the almost $k$-wise independent distributions over product spaces in this Chapter. First we define almost $k$-wise independent distributions over product spaces in Section 7.1. Then we study the problem of testing almost $k$-wise independence in Section 7.2 .

### 7.1 Almost $k$-wise independent distributions

As we discussed in Chapter 1, almost $k$-wise independent random variables are useful in the design of randomized algortihms. In particular, due to the small sample-space constructions [47, 4], they can be used to derandomized many randomized algorithms.

In the following we will follow [2] and define the almost $k$-wise independence in terms of max-norm.

Definition 7.1.1 (Uniform Almost $k$-wise Independence). Let $\Sigma$ be a finite set with $|\Sigma|=q$. A discrete probability distribution $D$ over $\Sigma^{n}$ is (uniform) $(\epsilon, k)$-wise independent if for any set of $k$ indices $\left\{i_{1}, \ldots, i_{k}\right\}$ and for all $z_{1}, \ldots, z_{k} \in \Sigma$,

$$
\left|\operatorname{Pr}_{\boldsymbol{X} \sim D}\left[X_{i_{1}} \cdots X_{i_{k}}=z_{1} \cdots z_{k}\right]-1 / q^{k}\right| \leq \epsilon
$$

Generalizing this definition to non-uniform almost $k$-wise independence over product spaces is straightforward.

Definition 7.1.2 (Non-uniform Almost $k$-wise Independence over Product Spaces). Let $\Sigma_{1}, \ldots, \Sigma_{n}$ be finite sets. A discrete probability distribution $D$ over $\Sigma_{1} \times \cdots \times \Sigma_{n}$ is (non-uniform) $(\epsilon, k)$-wise independent if for any set of $k$ indices $\left\{i_{1}, \ldots, i_{k}\right\}$ and for all $z_{i_{1}} \in \Sigma_{i_{1}}, \ldots, z_{i_{k}} \in \Sigma_{i_{k}}$,

$$
\left|\operatorname{Pr}_{\boldsymbol{X} \sim D}\left[X_{i_{1}} \cdots X_{i_{k}}=z_{i_{1}} \cdots z_{i_{k}}\right]-\underset{\boldsymbol{X} \sim D}{\operatorname{Pr}}\left[X_{i_{1}}=z_{i_{1}}\right] \times \cdots \times \operatorname{Pr}_{\boldsymbol{X} \sim D}\left[X_{i_{k}}=z_{i_{k}}\right]\right| \leq \epsilon
$$

From now on we will work with the most general notion of the almost $k$-wise independence, that is the non-uniform almost $k$-wise independent distributions over product spaces. Let $\mathcal{D}_{(\epsilon, k)}$ denote the set of all $(\epsilon, k)$-wise independent distributions. The distance between a distribution $D$ and the set of $(\epsilon, k)$-wise independent distributions is the minimum statistical distance between $D$ and any distribution in $\mathcal{D}_{(\epsilon, k)}$, i.e., $\Delta\left(D, \mathcal{D}_{(\epsilon, k)}\right)=\inf _{D^{\prime} \in \mathcal{D}_{(\epsilon, k)}} \Delta\left(D, D^{\prime}\right) . D$ is said to be $\delta$-far from $(\epsilon, k)$-wise independence if $\Delta\left(D, \mathcal{D}_{(\epsilon, k)}\right)>\delta$. We write $q_{\mathrm{m}}$ for $\max _{1 \leq i \leq n}\left|\Sigma_{i}\right|$. To simplify notation, we use vectors $\boldsymbol{p}_{1}, \ldots, \boldsymbol{p}_{n}$ of dimensions $\left|\Sigma_{1}\right|, \ldots,\left|\Sigma_{n}\right|$, respectively to denote the marginal probabilities at each coordinates. That is, for every $z_{j} \in \Sigma_{i}$, the $j^{\text {th }}$ component of $\boldsymbol{p}_{i}$ is $\boldsymbol{p}_{i}\left(z_{j}\right)=\operatorname{Pr}_{\boldsymbol{X} \sim D}\left[X_{i}=z_{j}\right]$. Clearly we have $\sum_{z_{j} \in \Sigma_{i}} \boldsymbol{p}_{i}\left(z_{j}\right)=1$ for every $1 \leq i \leq n$.

### 7.2 Testing algorithm and its analysis

In the property testing setting, for a given distribution $D$, we would like to distinguish between the case that $D$ is in $\mathcal{D}_{(\epsilon, k)}$ from the case that $D$ is $\delta$-far from $\mathcal{D}_{(\epsilon, k)}$.

The testing algorithm, illustrated in Figure 7-1, first draws a few samples from the distribution. It then uses these samples to estimate the marginal probabilities over all $k$-subsets. The test accepts the distribution if the maximal deviation of these marginal probabilities from the corresponding prescribed ones is small.

Theorem 7.2.1. Given a discrete distribution $D$ over $\Sigma_{1} \times \cdots \times \Sigma_{n}$, there is a testing algorithm with query complexity $O\left(\frac{k \log \left(n q_{m}\right)}{\epsilon^{2} \delta^{2}}\right)$ and time complexity $\tilde{O}\left(\frac{\left(n q_{m}{ }^{k}\right.}{\epsilon^{2} \delta^{2}}\right)$ such that the following holds. If

Test-AKWI $(D, k, \Sigma, \epsilon, \delta)$

1. Sample $D$ independently $Q=O\left(\frac{k \log \left(n q_{\mathrm{m}}\right)}{\epsilon^{2} \delta^{2}}\right)$ times
2. Use the samples to estimate, for every $k$-subset $I=\left\{i_{1}, \ldots, i_{k}\right\}$ of $[n]$ and every $z_{i_{1}} \cdots z_{i_{k}}, \bar{p}_{I}\left(z_{i_{1}} \cdots z_{i_{k}}\right) \stackrel{\text { def }}{=} \operatorname{Pr}_{\boldsymbol{X} \sim D}\left[X_{i_{1}} \cdots X_{i_{k}}=z_{i_{1}} \cdots z_{i_{k}}\right]$
3. Let $p_{I}\left(z_{i_{1}} \cdots z_{i_{k}}\right) \stackrel{\text { def }}{=} \operatorname{Pr}_{\boldsymbol{X} \sim D}\left[X_{i_{1}}=z_{i_{1}}\right] \times \cdots \times \operatorname{Pr}_{\boldsymbol{X} \sim D}\left[X_{i_{k}}=z_{i_{k}}\right]$
4. If $\max _{I, \boldsymbol{z}}\left|\bar{p}_{I}\left(z_{i_{1}} \cdots z_{i_{k}}\right)-p_{I}\left(z_{i_{1}} \cdots z_{i_{k}}\right)\right|>\epsilon+\epsilon \delta / 2$, return "Reject"; else return "Accept"

Figure 7-1: Algorithm for testing almost $k$-wise independence over product spaces.
$D \in \mathcal{D}_{(\epsilon, k)}$, then the algorithm accepts with probability at least $2 / 3$; if $D$ is $\delta$-far from $\mathcal{D}_{(\epsilon, k)}$, then the algorithm rejects with probability at least $2 / 3$.

To analyze the testing algorithm we will need the following lemma which, roughly speaking, states that the distance parameter $\delta$ can be translated into the error parameter $\epsilon$ (up to a factor of $\epsilon$ ) in the definition of the almost $k$-wise independence.

Lemma 7.2.2 ([2]). Let $D$ be a distribution over $\Sigma_{1} \times \cdots \times \Sigma_{n}$. If $\Delta\left(D, \mathcal{D}_{(\epsilon, k)}\right)>\delta$, then $D \notin \mathcal{D}_{(\epsilon+\epsilon \delta, k)}$. If $\Delta\left(D, \mathcal{D}_{(\epsilon, k)}\right) \leq \delta$, then $D \in \mathcal{D}_{(\epsilon+\delta, k)}$.

Proof. For the first part, suppose $D \in \mathcal{D}_{(\epsilon+\epsilon \delta, k)}$. Let $U_{\boldsymbol{p}_{1}, \ldots, \boldsymbol{p}_{n}}$ denote the distribution that for every $z_{1} \cdots z_{n} \in \Sigma_{1} \times \cdots \times \Sigma_{n}, U_{\boldsymbol{p}_{1}, \ldots, \boldsymbol{p}_{n}}\left(z_{1} \cdots z_{n}\right)=\boldsymbol{p}_{1}\left(z_{1}\right) \cdots \boldsymbol{p}_{n}\left(z_{n}\right)$. It is easy to check that since $\sum_{z_{i}} \boldsymbol{p}_{i}=1, U_{\boldsymbol{p}_{1}, \ldots, \boldsymbol{p}_{n}}$ is indeed a distribution. Now define a new distribution $D^{\prime}$ as $D^{\prime}=(1-\delta) D+\delta U_{\boldsymbol{p}_{1}, \ldots, \boldsymbol{p}_{n}}$, then one can easily verify that $D^{\prime} \in \mathcal{D}_{(\epsilon, k)}$, therefore $\Delta\left(D, \mathcal{D}_{(\epsilon, k)}\right) \leq \delta$.

For the second part, recall that no randomized procedure can increase the statistical difference between two distributions [58], therefore to project distributions to any set of $k$ coordinates and then look at the probability of finding any specific string of length $k$ can not increase the statistical distance between $D$ and any distribution in $\mathcal{D}_{(\epsilon, k)}$. It follows that when restricted to any $k$ coordinates, the max-norm of $D$ is at most $\epsilon+\delta$.

Proof of Theorem 7.2.1. The testing algorithm is illustrated in Fig. 7-1. The query complexity and time complexity of the testing algorithm are straightforward to check. Now we prove the
correctness of the algorithm. As shown in Fig. 7-1, we write $\bar{p}_{I}\left(z_{i_{1}} \cdots z_{i_{k}}\right)$ for the estimated probability from the samples, $p_{I}^{D}\left(z_{i_{1}} \cdots z_{i_{k}}\right)$ for $\operatorname{Pr}_{\boldsymbol{X} \sim D}\left[X_{i_{1}} \cdots X_{i_{k}}=z_{i_{1}} \cdots z_{i_{k}}\right]$ and $p_{I}\left(z_{i_{1}} \cdots z_{i_{k}}\right)$ for $\operatorname{Pr}_{\boldsymbol{X} \sim D}\left[X_{i_{1}}=z_{i_{1}}\right] \times \cdots \times \operatorname{Pr}_{\boldsymbol{X} \sim D}\left[X_{i_{k}}=z_{i_{k}}\right]$. Observe that $\mathbf{E}\left[\bar{p}_{I}\left(z_{i_{1}} \cdots z_{i_{k}}\right)\right]=p_{I}^{D}\left(z_{i_{1}} \cdots z_{i_{k}}\right)$. Since $\bar{p}_{I}\left(z_{i_{1}} \cdots z_{i_{k}}\right)$ is the average of $Q$ independent $0 / 1$ random variables, Chernoff bound gives

$$
\operatorname{Pr}\left[\left|\bar{p}_{I}\left(z_{i_{1}} \cdots z_{i_{k}}\right)-p_{I}^{D}\left(z_{i_{1}} \cdots z_{i_{k}}\right)\right| \geq \epsilon \delta / 2\right] \leq \exp \left[(]-\Omega\left(\epsilon^{2} \delta^{2} Q\right)\right) .
$$

By setting $Q=C \frac{k \log \left(n q_{\mathrm{m}}\right)}{\epsilon^{2} \delta^{2}}$ for large enough constant $C$ and applying a union bound argument to all $k$-subsets and all possible strings of length $k$, we get that with probability at least $2 / 3$, for every $I$ and every $z_{i_{1}}, \ldots, z_{i_{k}},\left|\bar{p}_{I}\left(z_{i_{1}} \cdots z_{i_{k}}\right)-p_{I}^{D}\left(z_{i_{1}} \cdots z_{i_{k}}\right)\right|<\epsilon \delta / 2$.

Now if $D \in \mathcal{D}_{(\epsilon, k)}$, then with probability at least $2 / 3$, for all $I$ and all $z_{i_{1}}, \ldots, z_{i_{k}}, \mid p_{I}^{D}\left(z_{i_{1}} \cdots z_{i_{k}}\right)-p_{I}\left(z_{i_{1}} \cdots z_{i}\right.$ $\epsilon$, so by the triangle inequality $\left|\bar{p}_{I}\left(z_{i_{1}} \cdots z_{i_{k}}\right)-p_{I}\left(z_{i_{1}} \cdots z_{i_{k}}\right)\right| \leq \epsilon+\epsilon \delta / 2$. Therefore the algorithm accepts.

If $D$ is $\delta$-far from $(\epsilon, k)$-wise independence, then by Lemma 7.2.2, $D \notin \mathcal{D}_{(\epsilon+\epsilon \delta, k)}$. That is, there are some $I$ and $z_{i_{1}}, \ldots, z_{i_{k}}$ such that $\left|p_{I}^{D}\left(z_{i_{1}} \cdots z_{i_{k}}\right)-p_{I}\left(z_{i_{1}} \cdots z_{i_{k}}\right)\right|>\epsilon+\epsilon \delta$. Then with probability at least $2 / 3,\left|\bar{p}_{I}\left(z_{i_{1}} \cdots z_{i_{k}}\right)-p_{I}\left(z_{i_{1}} \cdots z_{i_{k}}\right)\right|>\epsilon+\epsilon \delta / 2$. Therefore the algorithm rejects.

## Chapter 8

## Conclusions

We conclude this thesis with some open problems suggested by our study of testing $k$-wise independence.

Our testing algorithms are efficient only when $k$ is relatively small. Let us consider the simplest domain of Boolean cube $\{0,1\}^{n}$. As we discussed before, uniform distribution is just the uniform $n$-wise independent distribution. If we plug $k=n$ into our testing results, the query and time complexity would be $n^{\text {poly } n}$ instead of the optimal bound $2^{n / 2}=n^{\frac{n}{\log n}}[32,52]$. Therefore, it is interesting to study algorithms which test $k$-wise independence when $k$ is large, say $k=n-O(1)$. Such a study would deepen our understanding of the structures of $k$-wise independence over the entire range of $k$.

We discuss briefly in Chapter 1 a plausible connection between the minimum support size and the query complexity of the optimal testing algorithm for uniformity, $k$-wise independence and almost $k$-wise independence. Does such a relationship exist for a general class of distributions? If so, what are the quantitative bounds between these two quantities and is there any deeper reason why they are related?

There is a quadratic gap between the upper bound and lower bound on the query complexity of testing $k$-wise independence over the Boolean cube. It would be great if one can close this gap and find out the optimal query complexity. Also, the only lower bound we are aware of is the one we show in this thesis for the binary domain. Can one prove a stronger query lower bound for testing
$k$-wise independence over larger domains?
Let $D$ be a distribution over a product space $\Sigma_{1} \times \cdots \times \Sigma_{n}$ and let $D_{i}$ be the marginal probability of $D$ at coordinate $i$, for all $1 \leq i \leq n$. An interesting question is, what is the closest product distribution to $D$ ? The most natural candidate seems to be

$$
D^{\text {prod def }}=D_{1} \times \cdots \times D_{n} .
$$

Indeed, Batu, Kumar and Rubinfeld [11] show that, for $n=2$, if $D$ is $\epsilon$-close to some product distribution, then $D$ is $3 \epsilon$-close to $D^{\text {prod }}$. One can show that their result generalizes to arbitrary $n$ and the distance between $D$ and $D^{\text {prod }}$ is at most $(n+1) \epsilon$. But is this bound tight? Much more interestingly, is $D^{\text {prod }}$ the closest product distribution to $D$ ? If not, what is the right bound on the distance between $D$ and product distributions in terms of $n$ and $|\Sigma|$ (for simplicity, assume that all $\left.\Sigma_{1}=\cdots=\Sigma_{n}=\Sigma\right) ?$
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[^0]:    ${ }^{1}$ The statistical distance between two distributions $D_{1}$ and $D_{2}$ over the same domain is $\Delta\left(D_{1}, D_{2}\right) \stackrel{\text { def }}{=} \frac{1}{2} \sum_{x}\left|D_{1}(x)-D_{2}(x)\right|$. The extra factor $1 / 2$ ensures that all statistical distances are between 0 and 1.

[^1]:    ${ }^{2}$ In literature the term " $k$-wise independence" usually refers to uniform $k$-wise independence in which all the marginal distributions are uniform distributions.
    ${ }^{3}$ A distribution $D:\{1,2, \ldots, n\} \rightarrow[0,1]$ is said to be monotone increasing if $D(i) \leq D(j)$ for all $1 \leq i<j \leq n$.

[^2]:    ${ }^{4}$ We use $\tilde{O}$ notation to hide any polylogarithmic factor of $n$, i.e., $f=\tilde{O}(g(n) \cdot h(\epsilon, \delta))$ implies $f=O(\operatorname{poly} \log n$. $g(n) \cdot h(\epsilon, \delta))$.

[^3]:    ${ }^{5}$ In Chapter 7 we show a tester that tests $(\epsilon, k)$-wise independence with query complexity $O(\log n)$.
    ${ }^{6}$ Note that we only conjecture a relationship between the support size and the query complexity of testing, as the time complexity of testing $(\epsilon, k)$-wise independence is probably much larger than the query complexity - see the conditional time lower bound result in [2].

[^4]:    ${ }^{1}$ If $f=D$ is a distribution, this definition differs from the commonly used distance metrics by a normalization factor. For example, for $p=1,\|D\|_{1}=\frac{1}{2^{n}}|D|_{1}$, where $|D|_{1}=\sum_{x \in\{0,1\}^{n}}|D(x)|$; and for $p=2,\|D\|_{2}=\frac{1}{\sqrt{2^{n}}}|D|_{2}$, where $|D|_{2}=\sqrt{\sum_{x \in\{0,1\}^{n}}|D(x)|^{2}}$.

[^5]:    ${ }^{1}$ This is without loss of generality, since we are not assuming any field or ring structure of the underlying alphabet of the distribution. All the properties of distributions considered in this thesis are invariant under permutations of the symbols in the alphabet.

[^6]:    ${ }^{2}$ Here "mixing" means replacing the distribution $D$ with a convex combination of $D$ and some other distribution.

[^7]:    ${ }^{3}$ The distance of a function to a set, $\ell_{p}(f, H)$, is defined to be $\min _{h \in H}\|f-h\|_{p}$.

[^8]:    ${ }^{4}$ We thank an anonymous referee of [57] for pointing this out.

[^9]:    ${ }^{5}$ We say two non-zero vectors $\boldsymbol{a}$ and $\boldsymbol{b}$ in $\mathbb{Z}_{q}^{n}$ are linearly dependent if there exist two non-zero integers $s$ and $t$ in $\mathbb{Z}_{q}$ such that $s a_{i} \equiv t b i(\bmod q)$ for every $1 \leq i \leq n$, and linearly independent if they are not linearly dependent

[^10]:    ${ }^{6}$ For all the cases studied in this thesis, the size of $A$ is much larger than $q$, therefore we omit the factor $q$ in the logarithm in all the subsequent formulas.

[^11]:    ${ }^{1}$ Note that, as shown in [21, 3], the support sizes of such constructions are essentially optimal.

[^12]:    ${ }^{1}$ Therefore the uniform distribution is proportional to $g_{0}$ and then by the orthogonality relation, all the non-zero Fourier coefficients of the uniform distribution are zero.
    ${ }^{2} \mathrm{We}$ add the superscript OF (denoting orthogonal functions) to distinguish them from the standard real Fourier basis functions over $\{0,1\}^{n}$.

[^13]:    ${ }^{3}$ It is easy to verify that the same bound holds for prime field case if we transform the bound in MaxBias there into a bound in terms of Fourier coefficients. Conversely we can equivalently write the bound of the distance from $k$-wise independence in terms of MaxBias at prime vectors. However, we believe that stating the bound in terms of Fourier coefficients is more natural and generalizes more easily.

[^14]:    ${ }^{4}$ Recall that the testing algorithm requires estimating all the low-degree Fourier coefficients, where each Fourier coefficient is an exponential sum with $M$ as the denominator.

[^15]:    ${ }^{1}$ Note that in general $D_{\operatorname{supp}(\boldsymbol{a})}^{\prime}$ is not a distribution: it is non-negative everywhere but $\sum_{\boldsymbol{x}} D_{\operatorname{supp}(\boldsymbol{a})}^{\prime}(\boldsymbol{x})=1$ may not hold.

[^16]:    ${ }^{2}$ In Theorem 3.3.4 we only prove this for the case when $E^{\prime}$ is a distribution. However it is easy to see that the result applies to non-negative functions as well.
    ${ }^{3}$ Recall that $U_{\boldsymbol{a}, j}$ is the uniform distribution over all strings $x \in \mathbb{Z}_{q}^{n}$ such that $\boldsymbol{a} \cdot \boldsymbol{x} \equiv j(\operatorname{modq})$.

[^17]:    ${ }^{4}$ In fact, the lemma only guarantees to zero-out the Fourier coefficients at $\boldsymbol{a}$ and its multiples whose support sets are the same as that of $\boldsymbol{a}$. But that will not be a problem since we will perform the correction process in stages and will come to vectors with smaller support sets at some later stages.
    ${ }^{5}$ Note that if $\boldsymbol{a}$ is a prime vector and $\boldsymbol{a}^{\prime}$ is a multiple vector of $\boldsymbol{a}$, then $\operatorname{supp}\left(\boldsymbol{a}^{\prime}\right) \subseteq \operatorname{supp}(\boldsymbol{a})$.

[^18]:    ${ }^{6}$ Note that if $p_{\text {min }}$ is extremely small, the query and time complexity of the testing algorithm can be superpolynomial. One possible fix for this is to perform a "cutoff" on the marginal probabilities. That is, if any of the estimated marginal probabilities is too small, we simply treat it as zero. Then we test the input distribution against some $k$-wise independent distribution over a product space. We leave this as an open question for future investigation.

