FIFO Based Multicast Scheduling Algorithm
for VOQ Packet Switches

Deng Pan and Yuanyuan Yang

speed switching for multicast traffic at the switch/router level to save
network bandwidth. However, existing queueing based pachewitches
and scheduling algorithms cannot perform well under multiast traf-
fic. While the speedup requirement makes the output queued dteh
difficult to scale, the single input queued switch suffers fom the head
of line (HOL) blocking, which severely limits the network throughput.

Abstract—Many networking/computing applications require high é é T L T T L T

An efficient yet simple buffering strategy to remove the HOL Hocking t t

is to use the virtual output queueing (VOQ), which has been shwn to
perform well under unicast traffic. However, it is impractic al to use the T . T T T Y Y
traditional virtual output queued (VOQ) switches for multi cast traffic,

because a VOQ multicast switch has to maintain an exponentiaumber €) (b) (c)

of queues in each input port. In this paper, we give a novel quee struc-

ture for the input buffers of a VOQ multicast switch by separately stor-  Fig. 1. Packet switches can be divided into two categorisgdh@an where
ing the address information and data information of a packet so that the unserved packets are buffered. (a) Output queued switthSingle
an input port only needs to manage a linear number of queues.nicon-  input queued switch. (c) Multiple input queued Switch.

junction with the multicast VOQ switch, we present a first-in-first-out

based multicast scheduling algorithm, FIFO Multicast Scheluling (FI-  switches difficult to scale [12].

FOMS), and conduct extensive simulations to compare FIFOMSvith . S .
other popular scheduling algorithms. Our results fully demonstrate the On the other hand, for IQ switches, the SWItChlng fabric
superiority of FIFOMS in both multicast latency and queue space re- and the output port only need to run at the same speed as
quirement. that of the input port, and therefore 1Q switches have been
|. INTRODUCTION AND BACKGROUND f[he main researgh focus of high speed switches. The single
i i . o . input queued switch, as shown in Fig.1(b), has a FIFO queue
~Multicast is an operation to transmit information from @ each input port to store the incoming packets waiting for
single source to multiple destinations, and is a requirémep, ngmission. Since only the packet at the head of line (HOL)
in high-performance networks. Many networking/computingt each input queue can participate the packet scheduling,
applications require high speed switching for multicaat-tr e packets behind the HOL packet suffer from the so called
fic at the switch/router level to save network bandwidthy,qoq of jine” blocking, which means that even though their
Schedgling muIt_icas_t traffic on packet switches has receivgactination output ports may be free, they cannot be sched-
extensive attention in recent years, see, for exampleA3] |jeq to transfer because the HOL packet is blocked. Further-
[51[6][11]. Although there have been many scheduling algonre, it is proved in [13] that wheN is large, a single input
rithms proposed for different types of packet switches, hoyy,eyed switch running under the unicast i.i.d. Bernouwli-tr
to efficiently organize and schedule multicast packets en th. s5turates at an offered load of approximatehg6, and
switches remains a challenging issue. with correlated input traffic throughput can be even lowgr [8
In general, packet switches can be divided into two broad 6] proposed a multicast scheduling algorithm called

categories: output queued (OQ) switches and input que . . .
(IQ) switches, based on where the blocked packets afe RA based on the single input queued switch structure,

. . : Dy mapping the general multicast switching problem onto a
queued at the switch. A typical OQ switch, as shown I\r/griant of the popular block packing game, Tetris. However,

Fig.1(a), has a first-in-first-out (FIFO) queue at each outpi) . performance of TATRA is restricted by the HOL block-
port to buffer the packets destined for that output port. OI g with the single input-queued structure, especially whe

switches are shown o be able to ach|e_ve unity throughph;]e incoming traffic has mixed multicast and unicast pack-
and can easily meet different QoS requirements, such asg

lay, bandwidth and fairness, by applying various sche@ulinﬁsmobretrhgf geuslttlizzfitoﬁzil;?t; 23:1/3 a relatively small average
algorithms. However, in order for OQ switches to work at fufl1 '

throughput, the switching speed of the internal fabric dred t An eﬁicignt yet simple b“ffe“”g strategy to remove _the
receiving speed of the output port must/Beimes faster than HOL blocking is to adopt the multiple input queued switch

the sending speed of the input port, whé¥es the number structure . A typical multiple mput gueued switch has a sep-
érate FIFO queue corresponding to each output port at each
input port, resulting in a total a2 input queues, as shown in
This research was supported by the U.S. National Sciencadasion Fig.1(C). It is also called virtual output queue (VOQ) struc
under grant numbers CCR-0073085 and CCR-0207999. ture, since each queue stores those packets arrived from a
Yoieg%oﬁiré;z(mtme‘i%gﬂ Computer Science, State Universitiew given input port and destined for the same output port. HOL
’ ’ ’ blocking is eliminated because a packet cannot be held up
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put. It is known that the VOQ switch structure can achiewdecision.
100% throughput for all independent arrival processes by us Accordingly, the information that a packet carries can be
ing the maximum weight matching algorithm [2]. Howeverlivided into two parts. The first part is the data content to
one problem for the traditional VOQ structure to be applidoe transferred. The second part is the destination address
to multicast traffic is that a multicast packet has too margformation of the packet, which is also used by the switch to
possible destinations, which is equalfd’ — 1) for a switch make the scheduling decision. When the switch handles only
with NV output ports. This means that a VOQ switch for mulanicast traffic, where the data content of a packet needs to
ticast traffic needs to maintaii2”V — 1) separate queues atbe sent only once from an input port to a single output port,
each of its input ports, which is obviously infeasible, espé& is natural to combine the two functions into a single unit
cially for a largeN. and use it for both scheduling and transmission. However,
Based on the VOQ switch structure, a lot of scheduling akkhen multicast traffic is involved, a packet may need to be
gorithms have been proposed, such as iSLIP [1] , PIM [1&ent to multiple output ports. Although the destinatiors ar
2DRR [9] and SERENA [7], but most of them are mainly dedifferent, the data content to be sent is the same. Therefore
signed for unicast traffic, because, as stated above, ttlie tréhere is no need to store multiple copies of the same data
tional VOQ switch cannot handle multicast traffic. Recentlgontent. A more efficient way would be to store the address
[15] extended the VOQ unicast scheduling algorithm WSG#hd data content of a packet separately: the data are stored
[14] to multicast scheduling, but it restricts the maxim@tf once and used for all destination addresses of the packet. We
warding fanout and therefore is not able to fully utilize these two different types of cells to store the two parts of a
multicast capability of a crossbar switching fabric. packet: the data cell to store the data content of the packet,
In order to eliminate the HOL blocking, and at the sam&nd the address cell to store the destination information of
time to make the VOQ structure practical for multicast trathe packet.
fic, in this paper we present a novel scheme to organize theéA new data cell is created to store the data content when
packets in the input buffers of a VOQ switch by separateg/new packet arrives at the switch. Its data structure can be
storing the address information and the data information @scribed as follows:
a packet. In conjunction with the new structure of the VOQ DataCell{
multicast switch, we present a first-in-first-out based mult binary dataContent;
cast scheduling algorithm, called FIFO Multicast Schautyli int fanoutCounter;
(FIFOMS). As will be seen, FIFOMS can fully use the mul-  }
ticast capability of a crossbar fabric, does not suffer fthen  The dataContent field stores the data content of a packet.
HOL blocking, and performs well under both multicast trafSince we assume the incoming traffic includes only fixed size
fic and unicast traffic. It can provide fairness guaranted, apackets, it can be implemented as a fixed size field. The
achieve 100% throughput under uniformly distributed trafanoutCounter field records the number of destination out-
fic. Our simulation results show that FIFOMS outperformgut ports that the dataContent is going to be sent to. When
other input queueing based scheduling algorithms in aeeragpacket arrives at the switch, the fanoutCounter field of its
packet delay and buffer space requirement. data cell is equal to the fanout of the packet. As the data-
In the following, we assume a switch model &f input Content is sent to part or all of the destinations of the pgcke
ports andN output ports with a multicast-capable crossbdhe number in the fanoutCounter field is decremented accord-
as its switching fabric. The switch runs in a synchronouiRgly. When it becomes, it means that all the destination
time slot mode, and the incoming traffic includes fixed leng@utput ports have been served, and therefore the data oell ca
unicast and multicast packets. be destroyed so as to return the buffer space to the switch.
The address cell stores the destination address informatio
of a packet. Specifically, an address cell represents ofeof t
destination output port of the packet, and serves as a place
As mentioned above, under the existing queueing schehmider in the virtual output queue corresponding to that out
of a VOQ switch, each input port needs to maint@f —1) put port. When a new packet with fanduenters the switch,
separate queues, which makes the VOQ switch impracti¢ahddress cells are created for these destination outpugt port
for scheduling multicast traffic. In the following, we deib& The data structure of an address cell can be described as fol-
a new scheme for organizing packets in the input buffers ofa@vs:
multicast VOQ switch, so that the number of queues at each AddressCell
input port can be reduced fg. int timeStamp;
In general, the main task of a switch includes two separate pointer pDataCell;
functions: 1) Scheduling - deciding for each input port whic ~ }
output port the packet should be sent to, and making arbitra-The timeStamp field records the arrival time of the packet
tion when more than one input ports request for the sariet the address cell is related to. It will be used by the
output port. 2) Data forwarding - sending the packet dasgheduling algorithm FIFOMS for two purposes: On the
from input ports to output ports according to the schedulirape hand, because all the address cells of the same packet

Il. QUEUE STRUCTURE FORMULTICAST VOQ
SWITCHES



apue  traditional VOQ switch queue structure is not suitable for
multicast traffic. The scheduling principle of these schtedu
ing algorithms is that an input port can only send its paaket t

Output !

e Space R owui  Qne output port in a single time slot. Apparently, it does not
g (1] o take the characteristics of multicast traffic into considien.

| et | In this section, we propose a new multicast scheduling al-
‘ gorithm, called FIFO Multicast Scheduling (FIFOMS), for

T sl e . working with the multicast VOQ switch. As will be seen, the

E] jo Iﬂ '"Tvum"jms VOQ switch structure completely removes the HOL block-
ing, and enables FIFOMS to achieve 100% throughput under
- ‘ uniformly distributed traffic. And at the same time, FIFOMS

Fig. 2. An example of @ x 4 multicast VOQ switch. Left part shows the ut|I|z_es the multicast capabnlt_y Of_a crossbar SWIK?h todse
details of input port 0. multicast packet to all its destination output ports in thee

have the same arrival time, the timeStamp field can be udifg€ Slot whenever possible, which significantly reduces th

to identify the address cells that belong to the same mufﬁlu't'caSt latency.

cast packet. On the other hand, the time stamp value can 4 S,hOU|d be mentiqned that for any muIticas§ scheduling
used as a scheduling criterion of the first-in-first-out pirin & gorithm, there is an mherent conflict n s_chedulmg._lderr

ple, where the address cells of earlier arrived packets hdg@dnake use of the f_”‘,““caSt charactenshc; and achievé sho
smaller values. The pDataCell field is a pointer to the dafycrage cgll delay_, It IS preferred for a _multlcast pac_kéteto
cell that the address cell corresponds to. When an addr%%@t to all its destination output ports in the same time slot
cellis scheduled to transfer, the input port will actuakyd or in other words, all the output ports should choose the same

to the corresponding output port the dataContent of the d glticast packet in the §chedu|ing arbitration. However, f
cell that the address cell's pDataCell field points to. the sake of fast scheduling, each output port should make ar-

After explaining the two types of cells used, we nc)Vgitration concurrently. Then, the question is: How could th
present the entire picture of the queue structure in a mum_dependently made decisions choose the same packet? F

cast VOQ switch. In each input port, there is a buffer used 't:oOMS solyes this prqblem .by adopting the first-in—firgt—out
store the data cells, and there avevirtual output queues to rule. It assigns every incoming packet a time stamp with the

store the address cells for theoutput ports. All the addresqulue. eqyal to its arnva} time, gnd_ uses the Flme stamp asa
terion in the scheduling arbitration. The time stamp cri

cells in the same virtual queue are destined for the same dut

put port, and only the address cells at the head of the queffe(-on makes the multicast packets arrived earlier have bet
can be scheduled ter chance to be chosen by all its destination output ports

Fig.2 gives an example of &1x 4 multicast VOQ switch. when the output ports make scheduling decisions indepen-

The input ports and output ports are connected by a crogs-ntkly;[ Next, we V.V'” dlescr_|tl;e FIFOMS and its associated
bar fabric, and the incoming packets are buffered at thetinpﬁ.?c et preprocessing aigorithm.

side. The details of input port 0 are shown in the left part & Preprocessing Incoming Packets

the figure, in which there is a buffer for data cells and four In order to fit into the multicast VOQ switch queue struc-
virtual output queues for address cells. Input port O has fowre, a multicast packet needs to be preprocessed upon arriv
packets that have not been fully transferred, and the packeg. One data cell is generated in the data buffer to store the
entered the switch at the 1st, 3rd, 4th and 7th time slots, &@ntent of the packet. A separate address cell is genexated f
spectively. The fanout of the first packet is 3, and the packeich of the destination output ports, with its timeStamjal fiel
still needs to be sent to output ports 0, 1 and 2, the destigsigned the value of current time slot, and is put at the end
tions of the third packet are output ports 0 and 3, the desgfthe corresponding queue.

nations of the fourth packet are output ports 2 and 3, and theDetails of the packet preprocessing algorithm are de-

seventh packet is a unicast packet to output port 1. scribed in Table 1.
I1l. FIRST-IN-FIRST-OUT MULTICAST SCHEDULING B. First-In-First-Out Multicast Scheduling Algorithm (FI
ALGORITHM (FIFOMS) FOMS)

By using the modified queue structure, the VOQ switch Similar to iSLIP [1] or PIM [12], FIFOMS is an iterative
now can efficiently handle multicast packets. However, radgorithm, and each iterative round consists of two steps: 1
appropriate algorithms are available for scheduling matti Request - address cells at each input port make requests to
traffic on the VOQ switch. On the one hand, existing mutheir destination output ports for possible transmissi@i.
ticast scheduling algorithms, such as TATRA, are based Gmant - each output port selects one request from all the re-
the single input queued switch structure, and therefofigrsu quests it received, and grants the transmission to the-corre
from the HOL blocking. On the other hand, current schedudponding address cell.
ing algorithms for VOQ switches, see, for example, [1] [12] However, different from iSLIP and PIM, the accept step is
[9], [7] were mainly designed for unicast traffic, because tmot needed in FIFOMS, because in our request step, all the



TABLE 1 TABLE 2

PACKET PREPROCESSINGALGORITHM FIRST-IN-FIRST-OUT MULTICAST SCHEDULING ALGORITHM
Input A new packet with destination vector des{, in which Input Input ports with address cell queues and data cell buffers.
destg] = true means output poitis one of its destinations.
Output Scheduling decision.
Output One data cell in the buffer, aridaddress cells in the virtual
output queues, whereis the fanout of the multicast packet. do{
Il request step
dc = new DataCell(); // generate a new data cell for all input ports dof
dc.dataContent = nevpacket body; // copy the message body if the input port is freg(
smallesttime_stamp = the smallest time stamp of all HOL
for (inti=0;i <N;i++) { address cells whose corresponding output port is free;
/I generate the address cell for output port i, and enqueue it
if (newPacket.dest[i] == true for all HOL address cell§
ac = new AddressCell(); if address cell’'s corresponding output port is free AND
ac.timeStamp = currentSlot; its time stamp is equal to smalletitne_stamp{
ac.pDataCell = dc; the address cell makes a request to the corresponding
gueuel[i].enqueue(ac); output port, and sends its time stamp as weight;
} }
} }

address cells that make requests must point to the same data }

cell. Therefore, only one of the data cells in an input pont ca

be granted the transmission, and there is no potential confli ;g?;{’;jtfﬁt orts d

in which an input port needs to send more than one data cells select the smallest time stamp from all its requests;

in a single time slot. In a scheduling round, FIFOMS has if there are more than one such requests, randomly select one
one fewer operational step, and less data exchange between  9rantthe address cell corresponding to the selected reques

. . . A mark the output port and the granted address cell as reserved
inputs and outputs. The FIFOMS scheduling algorithm |is

described in Table 2, and we will explain each step in mareg while some output port and input port pairs match in this thun

detail next. o
/l data transmission

set the crosspoints of the switch fabric;
for all input ports dof

In the request step, an input port finds the earliest HOL find the data cell through the pointer field of the schedulettest cell;
s N . send the data cell to all the scheduled output ports;

address cells, and give them priorities to send transnmissjo,
requests. There are two possible cases. 1) If the inputport i o _
free in the current scheduling round (an input port or an ot/ Post-transmission processing

t port is free if it has not been scheduled to send or recefv8" & Put ports dof
putp > o for each scheduled address dell
a packet in the current round), it simply selects the HOL ad- decrease the fanoutCounter field of the data cell that
dress cells whose time stamp is the smallest and correspgnd- ~ the address cell points to by 1;
ing output ports are free. Then the selected address calls ge i thzdata cell’s fanoutCounter field become 0

. . . . estroy the data cell;

requests to their output ports with the scheduling weight he
ing its time stamp. Note that there may be more than one such remove the address cell from the head of queue;
address cells with the same smallest time stamp in an input
port, which came from the same multicast packet. 2) Oth/ntil there are no possible matched pairs of free outpusport
wise, if some address cells have.been scheduled to transfegid free input ports.
the earlier rounds of the current time slot, it means thahall o
other HOL address cells with the same time stamp, if thereBs3 Data Transmission

any, must have made requests in the earlier rounds but wergfter the scheduling decisions are generated during the it-

not selected by the output ports. Since one input port cafative rounds in the form of matched input and output pairs,

send at most one data cell in a single time slot, the input p@it corresponding crosspoints connecting the scheduled in

cannot make requests any more. put ports and output ports are set, and the input port begins t

B.2 Grant Step send the data cell. Note that an .input port may be connected

to more than one output ports simultaneously. Thus, the al-

After the request step, each output port has collected sogwithm can fully use the built-in multicast capability dfet

requests with different weights. Following the first-insfir crossbar switch fabric.

out rule, an output port grants the request with the smallest . ,

time stamp. It is possible that several requests have the sdiit Post Transmission Processing

smallest time stamp. In this case, the output randomly selecAfter the transmission is completed, some post process-

one to grant. ing work needs to be performed to update the address cells
The iterative rounds of the request and grant steps contirarel data cells that have been transferred. The served HOL

B.1 Request Step




Control unit Data forwarding unit

address cells are removed from the heads of their queues, ‘ ; % Conteol signals for

and the fanoutCounter fields of the related data cells are .u—‘_ : : e etz corupoine

creased accordingly. If a data cell's fanoutCounter field be* ™
comes), i.e., it has been sent to all destination output ports, .
the data cell is destroyed to return the buffer space. v

IV. HARDWARE IMPLEMENTATION AND COMPLEXITY
ANALYSIS OF THEFIFOMS SHEDULING
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In this section, we discuss some implementation and PEr- | vinua ouput dleves with address el uffer spafe with datacell
formance issues of the newly proposed scheduling algorithm | e i e =
and analyze the complexity of the algorithm. [paaress Dua | [asrss Daa | v [nciress D |

A. Hardware Implementation Input 0 Tnput 1 Input N-1

One important property of a practical scheduling algorithgg. 3. The overall FIFOMS scheduler can be logically diddeto two
is that it should be easy to implement. In the following, waenits, the control unit on the left and the data forwarding an the right.

briefly discuss the hardware implementation OT the FIFONﬁcIudes an integer field and a pointer field, and a small con-
schedule_r. As can be seen, FIFOM_S can _be fairly easy_to IWant number of bytes should be sufficient.
plement in hardware and thus achieve high speed switching __ g )
in practice. C. Time Complexity of the Algorithm

The scheduler can be logically divided into two units as The time complexity for preprocessing an arriving packet
shown in Fig.3, corresponding to the scheduling functiyal is O(N), because when a multicast packet arrives at the
and data forwarding functionality, respectively. switch, up toN address cells may need to be created. [16]

In the control unit on the left, the input side consists of aflointed out the potential memory speedup problem, but since
the address cell queues, because the information providedtte destinations of a packet are independent and an address
the address cells are used for making scheduling decisiorell comprises only several bytes, the operation can be done
A comparator is used at each input port to select the HOh parallel by hardware to achie¥#(1) complexity. Further-
address cells with the smallest time stamp. Since the comere, the preprocessing of new packets can be overlapped
parison operation of each input port does not depend on eadth the scheduling and the switching in the switch. Thus it
other, it can be performed in parallel. The selected addressuld not introduce extra time delay.
cells send their requests with time stamps as weights to théThe most time-consuming operation in each round of FlI-
corresponding output ports. Then each output port use§@MS is for an input port to find the smallest time stamp
comparator to select the request with the smallest timegstafrom those of all the HOL address cells, and for an output
and grants the transmission to the corresponding addriss @rt to select the request with the smallest time stamp €lf th
Finally, before the next iterative round of FIFOMS coul@peration is executed in a serial fashion, the time comfylexi
start, the grant results of the current round are fed backitsoO(N). If we use the parallel comparators as that in the
the input ports. WBA scheduler [10], the time complexity can be reduced to

The data forwarding unit consists of the data cell buffep(1).
space and the crossbar switching fabric. The scheduling deThe convergence time has been a big concern for itera
cisions made by the control unit are forwarded to the data ftive matching algorithms like FIFOMS. In the worst case,
warding unit as control signals. The output of the compar&{FOMS runsN rounds to converge, because in each round
tor of each input port is used to select from the buffer spaaéleast one output port is scheduled for receiving a data cel
which data cell should be sent. And the output of the corfrom an input port and will not be considered in the future
parator of each output port controls which crosspoint sthoulounds. But as will be seen later in the simulation results se
be set to connect a particular input port with this outputpotion in Fig.5, for the average case, the convergence rounds
B. Space Complexity of the Algorithm of FIFOMS is much smaller tha®v. And we have an in-

teresting observation that FIFOMS and iSLIP require almost

As has been seen, by separately storing the data and @d-same number of rounds to converge under relatively light
dress information of a packet, a VOQ switch is able to haffic 10ad.

dle multicast traffic efficiently. The multicast VOQ switch
saves buffer space by storing only one copy of data content
of a multicast packet. Compared to the single input queuedWe have conducted extensive simulations to compare the
switch, the multicast VOQ switch consumes slightly moneerformance of FIFOMS with other three scheduling algo-
storage space. The main cost comes from the separatédlyms: TATRA [6], iSLIP [1] and a simple FIFO scheduling
stored multiple address cells of a packet, in which case-a sitigorithm on the output queued switch structure.

gle packet may need up ¥ times of the size of an address TATRA is a multicast scheduling algorithm based on the
cell. Fortunately, the data structure of an address cell ordingle input queued switch structure. By minimizing the

Output 1

Control signals
for sending
data cells

> Output N-|

- [0

V. SIMULATION RESULTS



number of input ports with the set of cells that lose contenti 16416 Switch, Bermouli Trafc (busyRato = 0.2) 16x16 Swich, Bemmouli Trafc (busyRatio = 0.2)
for output ports and remain at the HOL of the input queue_ |[% oro

-©- FIFOMS
-5 TATRA

in each cycle, it achieves good performance as well as str; == &
fairness. Through the comparison with TATRA, we demor% o
strate that FIFOMS successfully removes the HOL blockin§

which restricts the maximum throughput TATRA can reachg ©

iSLIP is a scheduling algorithm mainly designed for uni§ 2

o
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Average Cell Delay (Output Oriented)

cast traffic based on the VOQ switch structure. In the sin i

ulation, iSLIP schedules a multicast packet as separate (.. Efective Load )
dependent) unicast packets. Through the comparison with (f‘z 10 syt - (o)

. 0 x16 Switch, Bernoulli Traffic (busyRatio = 0.2) 16x16 Switch, Bernoulli Traffic (busyRatio = 0.2)
iSLIP, we show that FIFOMS can make use of the characte *[5coarro S —sorrs

ot H H - © FIFOMs -©- FIFOMS

istics of multicast traffic and take advantage of the mudtica . & = & AR

capability of the crossbar switch. As a result, FIFOMS he§30
much shorter average cell delay than iSLIP for multicast trag
fic. g
As discussed in the introduction section, the output queu .
switch structure is known to be superior to the input queus
structure in performance but requirds times fast switch- B mreavetoad 0 0t % ™ O T
ing ability. Despite its much stronger hardware requiretnen (©) (d)
in our simulations we also include a simple FIFO schedulig. 4. Simulation results for a6 x 16 switch under Bernoulli traffic with
ing algorithm on the output queued structure as an ultimate 0.2 (a) Average input oriented delay. (b) Average output odertelay.
performance benchmark for FIFOMS. (c) Average queue size. (d) Maximum queue size.
In the simulations, we collect the following four types ofA. Simulation Results Under Bernoulli Traffic
statistics:

100

50

Maximum Queue Size

Aver:

The Bernoulli traffic is one of the most widely used traf-
« Average input oriented delay: Input oriented delay repic models in the simulation of scheduling algorithms. A
resents the transmission delay from the sender's popiéroulli traffic can be described using two paramegeasd
of view. Specifically, it is equal to the maximum delay, ,, is the probability that an input port is busy at a time slot,
that the last destination output port of a multicast packgg , the probability an input port has some packet to aaive
receives the packet. the beginning of a time slot. The destination of the incom-
« Average output oriented delay: Average output orientegy packet is uniformly distributed over all possible meatst
delay represents the transmission delay from the igastinations. To be precise, a packet has the probability of
ceiver's point of view. It can be computed as the averagg e addressed to each output port. Therefore, fa¥ anV
of the delay that the multicast packet is delivered to &lyitch, the average fanout of a multicast packétis\, and
its destination output ports. the effective load ip x b x N.
« Average queue size: Average queue size tells howlong arne simulation results for a6 x 16 switch under the
new incoming packet needs to wait before transmissiqgenqy|ij traffic withh = 0.2 and a series of different val-
and it also represents the space requirement of the algas are shown in Fig.4. As can be seen from the figure, in
rithm. For FIFOMS and iSLIP, the queue size is defingd;ms of input and output oriented average cell delays, FI-
to be the number of data cells in the buffer of an iNpyoMs closely matches OQFIFO, which has the best perfor-
port, in the sense that how many unsent packets an inpince  1n addition, FIFOMS outperforms all other three al-
port needs to hold. , S gorithms in terms of both average queue size and maximum
. MaX|_mum gueue size: Maximum queue size gives ﬂlﬁjeue size. On the other hand, due to the HOL blocking in
maximum buffer space for an algorithm to work withoufg single input queued switch structure that TATRA is based
loss of packets. on, when the effective load goes beyond 80%, the delay of
All the simulated switches are assumed to operate in a di®&%TRA increases dramatically and it becomes unstable. It
crete time slot manner with fixed size packets. In each simean also be observed that iSLIP has much longer average cell
lation run, there is a sufficient warmup period (typicallyfhadelay than all the other algorithms. This is because iSLIP is
of the total simulation time) to obtain stable statisticheT a scheduling algorithm specially designed for unicasfitraf
simulation runs for a fixed amount of simulation timie){) Fig.5 compares the convergence rounds between FIFOMS
unless the switch becomes unstable (i.e. it reaches a stagg iSLIP. We can see that the convergence rounds of both
where it is unstable to sustain the offered load). FIFOMS and iSLIP are not sensitive to the increasing of the
In order to compare the performance of the algorithms traffic. Also, it is interesting to notice that FIFOMS and iS-
various networking environments, we consider severadiff LIP take roughly the same number of iterative rounds to con-
ent types of traffic, including Bernoulli traffic, uniformati~- verge. To be more specific, FIFOMS outperforms iSLIP until
fic, and burst traffic. the effective load reaches above 90%, under which iSLIP has
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Fig. 5. Average convergence rounds of FIFOMS and iSLIP fo6 x 16 (a) (b)
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B. Simulation Results Under Uniform Traffic

ueue Size
w
&

In real-world applications, the fanout of most multicas¢
connections is limited by some upper bound value instead §2°
being uniformly distributed over all the possible destioas.

Maximum Queue Size

In this case, we can use the uniform traffic with a restricte N SPP § 5
. . . . gA © 05 06 0.7 0.8 0.9 1 .4 05 0.6 0.7 0.8 0.9 1
maximum fanout to capture this characteristics. Efectve Load Efective Load
A uniform traffic can be described using two parameters © @

andmazxFanout, in whichp is the probability that an input Fig. 6. Simulation results fo_r # x 16 switch under uniform traffic with _
port has a packet to arrive at a time slot, andzFanout maxFanout 1. (a) Average input oriented de;lay. (b) Avera_ge output ori-
! ! . . . ented delay. (c) Average queue size. (d) Maximum queue size.
is the maximum possible fanout of any incoming packet.
The fanout of a packet is uniformly distributed fromto 16x16 Switch, Uniform Traffic (maxFanout = &) 16x16 Swich, Uniform Traffic (maxFanout = &)
maxFanout, and the individual destination output ports ar_"[= 2o ”
randomly selected from all th& output ports. Therefore, for £ e
anN x N switch, the average fanout($+maz Fanout) /2,
and the effective load is x (1 + maxzFanout)/2.

First, let's look at the simulation results wher
maxFanout is set to1, which is exactly the pure uni-
cast traffic. There is no doubt that the well-known unica: 4

- OQFIFO
-©- FIFOMS
-5 TATRA
A 1SLIP
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Average Cell Delay (Input Oriented)

Average Cell Delay (Output Oriented)

scheduling algorithm iSLIP achieves short average cell d_ ** *°  *erectiioa™  *° * Efectue Load
lay. Although mainly designed for multicast traffic, FIFOMS @ S ()
manages to match and even surpass iSLIP on average s e
delay, and is the best in terms of buffer requirement. Ontl %5‘5%“15 & Frous
X ISLIP -4 ISLIP

contrary, the performance of TATRA is greatly affected b'g LI
the HOL blocking, it can only reach a maximum ef'fective?fD O
load of about 55%, which is consistent with the theoreticigz H
analysis result of 0.586 in [13]. < £

Simulations are also conducted under uniform traffic wit ) 4
maxFanout = 8 and the corresponding results are show ¢ I i 8o o5 os_or o5 o5 1

in Fig.7. FIFOMS consistently gives a satisfactory perfor- © )
m‘_’mce' It has the Sh_ortESt average cell de'aY (bOth In%. 7. Simulation results for @6 x 16 switch under uniform traffic with
oriented and output oriented) among the three input queuggkranout 8. (a) Average input oriented delay. (b) Average output ori-
scheduling algorithms, and even excels OQFIFO on buffented delay. (c) Average queue size. (d) Maximum queue size.
requirement. It also can be observed that asithe Fanout
value becomes larger, TATRA has better performance,
cause it has more choices to move the cells in the Tetris b

C. Simulation Results Under Burst Traffic

etween off and on states independently. A burst traffic can
e described using three parametBy$ ¢, £, andb. E, ;¢
is the average length of the off state, or alternatively ttodp
ability to switch from the off state to the on statelisE, .

In practice, network packets are usually highly correlated,,, is the average length of the on state, or the probability
and tend to arrive in a burst mode. For a discrete time stotswitch from the on state to the off statelisF,,,. b is the
switch, we generally use a two state Markov process whiphobability of a packet being addressed to a specific output
alternates between off and on states to describe the burstpat. Therefore, for aiv x N switch, the average fanout is
ture. In the off state, there is no packet to arrive. In the gnx N, the arrival rate i€,,,, / (Eo s s + Eon), and the effective
state, packets arrive at every time slot and all have the salwad isp x N x E,,,/(E, s+ Eo,y). FOr easy comparison, we
destinations. At the end of each slot, the traffic can switgetF,,, to be the same value 16 as in [6].
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T o%ro = o%ro provides fairness guarantee. In other words, the time a
£ de o 2 G packet can stay in the switch is bounded by a maximum

value, since an address cell will definitely get scheduled
after all its competitors are served, which include the
earlier address cells in the other queues of the same in-
put port and the earlier address cells in the virtual queues

corresponding to the same output port of the other input

Average Cell Delay (Input Oriented)
Average Cell Delay (Output Oriented)
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ports.
@ () « Enables fanout splitting: The destination output ports of
16x16 Switch, Burst Traffic (busyRatio = 0.5) 16x16 Switch, Burst Traffic (busyRatio = 0.5) . i 1
S oorro 180 a multicast packet can be served in separate time slots. It
-©- FIFOMS . .
] & TR § iﬂ{f’g&s is allowed to send the data cell to some output ports in a

slot, and leave others for later chances. Fanout splitting
is necessary for an algorithm to achieve high throughput
under multicast traffic.

We have conducted extensive simulations to compare the
performance of FIFOMS with other popular scheduling algo-
03 o0& 05 7 rithms. And the results fully demonstrate the superiority o
© (d) FIFOMS in both the average cell delay and the queue space

Fig. 8. Simulation results for 46 x 16 switch under burst traffic with r€quirement.
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