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ABSTRACT to their special characteristics, network processors are required t
Fair scheduling and buffer management are two typicabrk with high speed and be cheaply implementable and easily
approaches to provide differentiated service. Fair scheduliggglable. In this paper, we discuss using buffer management tc
algorithms usually need to keep a separate queue and maingi@vide lossless service in network processors. The considere
associated state variables for each incoming flow, which maketwork processor may have a single output or multiple outputs.
them difficult to operate and scale in high speed networks. @&ach output runs a simple FIFO scheduler, and transmits pack:
the contrary, buffer management and FIFO scheduling need oelg from a shared buffer, where the packets of all the incoming
a constant amount of state information and processing, and 8aws are stored. Among the incoming flows, some are guaran-
be efficiently implemented. In this paper, we consider usiriged performance flows that are compliant to specific traffic shap-
buffer management to provide lossless service for guarantdegischemes and require lossless service. The restincoming flow
performance flows in network processors. We investigate tae best effort flows, which may be aggressive and inject packets
buffer size requirement and buffer allocation strategies by startiiggany empty space it can access.
with the single output network processor and then extendingThere have been some buffer management methods [11] [12
the analytical results to the general multiple output netwofk3] proposed in the literature, but they mostly target improving
processor. A universally applicable buffer allocation method fbuffer utilization and minimizing packet loss. Our objective in
assuring lossless service is obtained, and the correctness ofthige paper is to ensure lossless service for the guaranteed pe

theoretical results is verified through simulations. formance flows by investigating the buffer size requirement and
Keywords: Buffer management, network processor, differentpuffer allocation strategies. Our analysis starts with the the single
ated service, lossless service output network processor, and extends to the more general cas

where the network processor may have multiple outputs and mul-

|. INTRODUCTION ticast incoming flows. A universally applicable buffer allocation

_There has been a lot of research in providing differentiated Sgg),tion for ensuring lossless service is obtained, and its correct
vice, focusing on fair scheduling and buffer management. Faiks is verified by simulation.

scheduling algorithms [1] [2] [3] organize incoming packets on

a per flow basis, and emulate the ideal GPS [4] model to fairly Il. PRELIMINARIES

schedule the packets of each flow according to its reserved bandnt this section, we give some definitions and properties that will
width. By using different methods, such as time stamp or rouR§ used in this paper.

robin, they can reach different levels of fairness guarantee with Traffic Shaping Schemes

different costs. However, it has been reported in [5] that there ex—atfic shaping is necessary for the guaranteed performance
ists a fundamental tradeoff between the delay bound that an alggs, \when lossless service is considered. It is obvious that if a
rithm can achieve and its computational complexity, which meagi§, has unrestricted input rate or it can have burst arrival of arbi-
that fair schedulers either suffer from long worst case delay 4y size, there is no way to ensure lossless service. Instead, th
high complexity. Furthermore, fair scheduling algorithms haygcoming guaranteed performance flow should be compliant with
to keep a separate queue and maintain associated state varigplesciricted by some traffic shaping scheme. In this paper, we

for each flow. This requirement makes them difficult to scale Qpnsider two traffic shaping schemes: the peak rate scheme an
implement in high speed networks. The traditional FIFO schegl leaky bucket scheme.

uler can perform scheduling quickly, but may not schedule theWe say a flow is peak rate compliant if during any time in-

flows in a fair way. However, in conjunction with proper buffefe 5| of jengtht, the amount of traffic that it injects into the net-
”,'a”ageme”t_ methods,. the simple FIFO scheduler can ‘_"“‘!SO W8k is less than or equal tof. In other words, the flow has a
vide differentiated service [6] [7]. (Unfortunately, Proposition fraximum input rate, and in order to ensure lossless service, a

and its qonsequen'F resqlts "_q Section 2 of [6] were wrong, Whighye e bandwidtp is required along the transmission path of
we provide corrections in this paper.) Buffer management offefs, ¢/

protection to guaranteed performance flows as the first defensﬁnother more efficient traffic shaping scheme is the leaky

line, by preventing other flows from injecting excessive numb cket scheme [14]. A flow is said to be leak
: . y bucketo)
of packets. The FIFO scheduler and buffer management typic mpliant if during any time interval of length the traffic that

require only a constant amount of processing and state info”ﬂa}hjects into the network is less than or equaltor o. As in-

tlo(n) [GEEandtr?re ﬁblzto vvtork il? a high speed8en£\)/ir01r(1)mﬁnt. b dicated by the formulgy represents the long term average trans-
n the other hand, network processors [8] [9] [10] have be ssion rate of the flow, while defines the maximum size of an

demonstrating advantages as specialized equipment for eﬁiciegi

) ket admissi lassificati dt . antaneous burst. Since real network traffic is usually in a burst
processing packet admission, classification and transmission. e, the leaky bucket scheme is more efficient than the peak rat
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Yuanyuan Yang is with Dept. of Electrical and Computer Engineering, St
University of New York, Stony Brook, NY 11794, USA. equal to zero.



Property 1: A peak ratep compliant flow is leaky buckefp,0) network processor to assure lossless service, the guaranteed pe

compliant. formance flows should be assigned a buffer with size proportional
B. Logical Traffic Combination to the sum of their peak rates, i.e.,
In order to simplify the analysis of a group of flows destined B, = MB

to the same destination, we define the combination of multiglg, . By Property 2.f,, the logical combination of, ..., f
flows to be a logical flow whose traffic is the sum of the traffic f pea ratg), — y-" l’pg»’compliant T
g i= 2 )

each individual physical flow, i.e., the outgoing (incoming) pack- a fiyid model is adopted to effectively analyze the behavior
ets of this logical flow is the outgoing (incoming) packets of all¢ fiqs. in which the traffic of a flow arrives and leaves on an

the member flows. We have the following properties regarding th@initesimal bit basis. We define a set of critical time points

combination of peak rate compliant flows or leaky bucket compy(-) t " to(= 0) is the initial state, and,.; is the time
ety to(= ,

ant flows. that the last bit at, in B, and B, leaves the buffer, or in other
Property 2: Assume that flow fi, ..., f, are peak raté words, the buffered content af clears from the buffer at,, ;.

p1;- -+ pn_compliant, rsspectlvely.. The logical combination o&jnce the output schedules traffic in a FIFO manner and the flows

the flows is peak rat®_;_, p; compliant. are served on an infinitesimal bit basis, traffic arrivingsgtand
Property 3: Assume that flowf,, ..., f, are leaky bucket p 5t the same time is transmitted at the same time as well. Be-

(p1,01), ..., (pn, o) COMpliant, respectively. The logical combi-caysey, is regulated ang.. is aggressive, we can safely assume
nation of the flows is leaky bucke} ", p;,> ", o;) compliant. that B, is empty andB, is full at t,.

Similarly, a group of best effort flows, which may be unregu- pefine B, (t) to be the amount of the actually buffered content
lated, can also be viewed as a logical combined best effort flowgf f, attimet, and B, = max{B,(t)} is the buffer size off, in

C. Buffer Threshold Setting order to ensure lossless service. It is easy to prove by inductior
Buffer threshold setting methods define the way that each fhat By(t,) = B zp: (pi)q
dividual flow utilizes the buffer space. The simplest method is gy e “\R
q:

complete sharing, in which the incoming packets of all the flows

are put into the same buffer, and a new packet can be acceptefigsproof is omitted due to space limitation.

long as there is space in the common buffer. Complete sharing enSince By (t,11) > By(t,) andB,(t,) has a limit wherp goes

ables efficient buffer usage, but cannot provide isolation betwe@rinfinity, we have

flows. On the contrary, complete partitioning permanently divides B, =max{By(t)} = lim B,(t,) = Be

the entire buffer space among different flows, and each flow can pmee

only use its assigned share. Complete partitioning prevents differ- B oy T

ent flows from affecting each other, but may not make full use gY By + B. = B, we can obtainB, = 3 B, or By = =3~ B.

the entire buffer. u .
In order to combine the advantages of both methods, in thig\s indicated by Theorem 1, vyhen aIIZtDe Quafa”te‘?o! perfor-

paper we partition buffer space into two parts, one for the guaranance flows are peak rate complial, = =3-* B is sufficient

teed performance flows and the other for the best effort flows, a#efl &/S0 necessary to guarantee lossless service for the guara

each part is shared by all the flows in that group. Since best &€d performance flows. Itis sufficient becaysevill never have

fort flows are likely to be aggressive, assigning them an exclusfre thans B buffered content. On the other hand, it is neces-

buffer offers protection to the guaranteed performance flows. @Y becauss,(t) may infinitely approach this value.

the other hand, the buffer utilization improves by enabling grolip Leaky Bucket Compliant Flows

R—p,

members to share the common buffer space. We now look at the situation where the guaranteed performance
1. L OSSLESSSERVICE IN flows are leaky bucket compliant.

In this section, we discuss buffer management for providiﬂ 1,01),--, (Pn,0n) cOMpliant, respectively. In order for the sin-
lossless service in a single output network processor. The cor- output network processor to assure IQSSIGSS service, the gua
sidered network processor has buffer spRand a single output, anteed performance flows should be assigned a buffer of size
which has bandwidti® and runs a FIFO scheduler. The incoming B - i . S pi B_ i ‘
flows include a set of guaranteed performance flgws. ., f,, 9T L 0 R £ 0
which will be treated as a logical cc_>mb|ned flqﬁé_/, a_nd a s_et Proof: By Propert)7 3.1, the logical combination ofi.. s o,
of best effort flows, which are combined @&s As indicated in

> g n : is leaky bucketp, = Y"1 | pi,04 = >, 0;) compliant.
Section Il, the buffer spac® is partitioned into two parts3, A leaky bucket compliant flow is different from a peak rate
for f, and B, for f., whereB, + B. = B. All the guaranteed

i compliant flow in the way that it may have an instantaneous
performance flows sharB, while all the best effort flows sharep st In the following, we analyze the effect of a burst to the

B.. The objective is to assure Ios_sless_service for the guarantgggfa, space requirement of the guaranteed performance flows
performance flows under any traffic arrival. We assume that the size of the burstisnd arrives at time

A. Peak Rate Compliant Flows wheret, ; <t < t,. Comparing with the previous case where
First, we consider the case where all the guaranteed perfali-the guaranteed performance flows are peak rate compliant

mance flows are peak rate compliant. an immediate result of the burst is that the buffered content
Theorem 1:Assume that flow fi, ..., f, are peak rate of f, att, should take the burst into consideratid(t,) =

p1,--.,pn, cOMpliant, respectively. In order for the single outpuB, 2221 (%)q +o.



During [ts,ts41), the transmission of the traffic is the same a9;1,0;1), ..., (pjn,, ojn;) COmpliant respectively, and a set of
that with the peak rate compliant flows except for the burst. Byest effort flows. The guaranteed performance flows destined tc
the FIFO principle, when the burst is transmitted, it exclusivebut; are analyzed as a logical combined flgyy, and by Property
consumes all the bandwidtR, since the burst was injected in-3, f;, is leaky bucket(p;, = 317 pji, 05 = > 521 0j;) com-
stantaneously. Therefore, when the burst is being transmjftedpliant. The best effort flows tout; are analyzed as a logical
cannot accept new traffic because no existing content is leavowgnbined flowf;., and we definepje = R; — p;g, Which is the
and its buffer is still full. On the other hand, keeps injecting leftover bandwidth for all the best effort flows.
traffic with ratep,, and during the time interval that the burst is The traffic in the buffer of a multiple output network processor
being transmittedf, has % p, new content to be buffered. Thusmay go to different outputs, and the buffer threshold setting in
By(tsy1) = Be ZSH ( ) + b2, We can see that the effect ofSection Il need to be extended to manage the shared buffer. To b

the burst to the bufer space reqmrement diminishes as time géeecific, the entire buffer is partitioned inte+ 1 parts B¢ and

by. Itis easy to prove that Bie,...,Bme. Bg is shared by all the guaranteed performance
B, (,,79 <t flows, no matter which output the flow is destined to, dhd is
By(tp) = { Zi- po\d ), pa\P=5 = shared by the best effort flows tat;. This method offers two
B.yh () +o ()", ty2ts folds of protection to the guaranteed performance flows: firstly,

i ] _abest effort flow cannot grab the buffer space for the guaranteec
SinceB,(t,) > By(t,) for anyt, <t. <t,, inorderto obtain herformance flows, and secondly, it cannot inject large amount of
By, we only need to conside, (¢,) wherep > s. Givenp > s, yaffic by using the buffer space for the best effort flows to other
dBy(tp) Pg\?  Pg o Bepy outputs.
dp = (§> lnﬁ (pi)s T R_ Py There can be many different ways to allocate buffer space for
R Bie,---,Bme. In this paper, we make the buffer size of different
logical best effort flow proportional to its bandwidth, i.e.,
Ble o B2e o o Bme

and (%)"In%¢ < 0. Therefore,B,(t,) for p > s may be an
increasing, decreasing, or equivalent function depending on the
values ofo ands, i.e., the size of the burst and its arriving time. Ple  P2e Pme
In any case, the maximum valueBj,(¢,,) is obtained when either

) which simplifies the buffer allocation, and also achieves some ex-
p=s0rp=o0,l.e.,

tent of fairness among the best effort flows to different outputs.

By =max{By(t,)} = max{B,(ts), h_>H§o By(tp)} We are now ready to present the theorem for the pure unicas
scenario.
B : i i -
— max{ B, Z (Pg) Bepy < ePg ‘o Theorem 3:Assume thgt any flow is only destined to one out
T R- Pg R—pg put. In order for the multiple output network processor to assure

lossless service, the guaranteed performance flows should be a
Thus,B, = ”ppq +0 is sufficient to assure lossless service whetgned a buffer of size

fq has a burst of size. Itis also necessary. Considering that the LS i Y
burst comes at a time wheris approaching infinity, Be = Z Z 0ji + —jz R B - Z Z Oji
s j=1i=1 J=17" j=1i=1
. . Pg\? Bepy
lim B,(ty) = lim B (*) + o= +o .
500 olts) s—00 ; R R—p, and the best effort flows tout; should be assigned a buffer of
size m n
The above analysis applies to arbitrary burst sizeAs dis- Bj. = w B_ Z Z 0ji
cussed earlier, the effect of the burst to the buffer space require- ‘ ZJ:l R; j=1i=1

ment diminishes as time goes by. Thus, if the burst arrives Rgof: We first consider the guaranteed performance flows to
different parts at different time, say, coming att’ andc” att” oyt 4, and define

ando’ 40" =0, itis easy to see that, = Beff + o is still suffi-  Pig m

cient to ensure lossless service. For the logical guaranteed perfor- Bjg = 0jg + ST UR; B - Z Tkg

mance flowf,, it has a maximum possible burst of sizg, and = =l

thereforeB, = 6’39 - +o0y. SinceB, + B. = B, we haveB, = If we view out; as a single output network processor with

bandwidth andB; = B;, + B;. buffer space, shared bf, and

9 n 2is1pi
Ug+%(B_Ug)vong—zz‘:1Ui+ (B -3, o). ® fje, itis easy to see

IV. L OSSLESSSERVICE IN 0
MULTIPLE OUTPUT NETWORK PROCESSOR Bijg = g + ﬁ(Bj = Pjg)
In the previous section, we have analyzed buffer management ’

for lossless service in the single output network processor. In tBig Theorem 2, we know thaB;, is sufficient and necessary to
section, we extend the results to the more general situation whemsure lossless service fy,. Since we consider only unicast
the network processor has multiple outputs and a flow may t@ws, the flows to different outputs have no interference with each
a multicast flow destined to more than one outputs. The carther. ThusBg = Z '_IB 4 is sufficient and necessary to ensure
sidered network processor has buffer spéteand m outputs lossless service for aII the guaranteed performance flows. m
outy,...,out,,, each of which runs a FIFO scheduler. For a spe- Next, we will generalize the results by adding multicast flows
cific outputout;, it has bandwidth?;, shared by a set of guar-into consideration. In order to save buffer space, the traffic of
anteed performance flows, ..., fj.;, which are leaky bucket a multicast flow is usually stored as a single copy in the shared



out, out, out, max {%ﬂpﬁ\outk € F(fji)}, is counted. For example, in Fig.

R A L 2 1, f11 may have up te"Rl—f p11 traffic arrived when the burst; ; of
| } the logical combined guaranteed performance fiawis trans-
//" ! mitted. Forf,;, the value is‘%pgl. Note thatp;; = po;. ASSum-
. e T ing "R—lfpn < %021_, th_en‘%jpgl should be counted. Thg second
f v part of the expression is the space tfigtneeds to buffer its own
burstoj;. It should be noted that, when the burst is transmitted
! by its last destination output, it will definitely not coexist with
Fig. 1. A physical multicast flow may be labelled as different flows at differe@nd its space is able to cover the arrived traﬁiﬁzw(fﬂ)\:l Pil
outputs. of the unicast flows to this outputs, which has been counted in
buffer, which will be transmitted to all its destination outputs. Ahe first part. In order to ensure sufficiency, we deduct the small-
pointer based queueing scheme, similar to that in [15], can be u§&kone among those of all the outputs of a multicast flow, i.e.
to efficiently organize multicast content in the shared buffer.  ¢;; —min { ‘%k Z\F(fkm:l prilouty € F(fji)}. For example, in
' A multicast flow ma.y b'e |Oca||y Iabe”ed as C!ifferent flows ai:|g 1’ f32 has%pg2 traffic arrived when the bur$t32 is trans-
different outputs. We define the following functions to represeffitted. Since the arrived traffi€s2 p3, has been counted in the
the fanout property of a multicast flow. first part of the expression, and it will not coexist with the burst
F(f;;) ={ outi|outy, is one of the destinations of the 032, We can safely deduct it. Finally, multiply the sum of the two

physical (multicast) flow thaf;; corresponds tp ~ Parts by —;, and we obtain the scaled extra buffer spage
of the labelled flowf;; for the bursts.

For the example in Fig. 1F(fi1) = F(f21) = {out1,out2},  Since best effort flows are always assumed to be aggressive ti
F(fi12) = F(fa2) = F(fs1) = {out1,0utz,0uts}, andF(f32) = fill any empty buffer space, a multicast best effort flow has no
{outs}. _ _ _ difference in our analysis compared to a unicast best effort flow.
~ Then, update the expressiongf ando;; by adding multicast  Theorem 4:In order for the multiple output network proces-
information, sor to assure lossless service, the guaranteed performance flow
pii = \F?Jj: ; should be assigned a buffer of size .
ji NN Doie1 2oity Pji A
! Ohy P L S S e\
Gji = | max{ —pj;ilouty € F(fj; } + j=li=l JEI =L ‘ j=li=1
= Ty e ot € PO

and the best effort flows afut; should be assigned a buffer of

. Oji size m nj
Ujimln{ Z Pkl|OUtk€F(fji)}> L Pje s
R Bje = m n; A B — Oji
[F(fr)|=1 ’ Zj:1(2¢él Pji + Pje) ;::1 ; ’
p;i is the scaled rate for the labelled flgfy;. Since the traffic Proof: Similar to the proof of Theorem 3, we viewut; as a
of a multicast flow is stored only once, the scaled traffic rate f§{n9le output network processor shared fhy and f;., with R;
each labelled flow can be viewed gs;—; of the original value bandwidth andB; = Bj, + B;. buffer space, wherd;, is de-

pji. For example, in Fig. 1, a multicjast flow is labelled s fined as,, S m
atout; and fy; atouty. py; andp,; are the actual rate of the B, = Zcrﬂ + = = Py B — Z i
physical flow, angi; = fo; = /% _ % i1 Zj*l(Zi:l Pii + pje) i=1i=1

The bursto;; of flow f;; causes the increase of buffer spacg ;o easy to see that o
requirement in two aspects: to hold the burst itself, and to store the Bjy =04+ “22(B; — pjy)
arriving traffic of all the guaranteed performance flows destined to R;
the same output when the burst is transmitted. For a unicast fi@y, Theorem 2,B;,, is sufficient and necessary to ensure lossless
since the two parts of traffic never come together and the fornsgsvice for f;,. Thus) ", B;, should be sufficient to ensure
is always larger than the latter, a totalgf extra space is enoughlossless service of all the guaranteed performance flows. How-
to cover the buffer increase caused by the burst, first to hold #gsr, because there are multicast flows and the traffic of a mul-
burst itself and then to store the arriving traffic when the bursttigast flow is buffered only once, the required buffer space is
scheduled. However, for a multicast flow, the two parts of traffigmaller. Following the above analysis, replacingby the scaled
may simultaneously exist in the buffer, such as the situation thate5,; ando;; by the scaled burst;; in the above formula, we

the burst has only been transmitted to part of the destinationsobtain
the multicast flow but still needs to be kept in the buffer for the A S pii mo
rest outputs. Bijg = Z%‘i + S (Zrﬁ i+ pie) B - Zzaﬁ

6;; is the scaled extra buffer space of the labelled flow =1 gEL =L B e j=1i=1
to ?'T‘OOth thg bursts.' There are two partsﬂ in the expressian, B = Z;LBJ_Q is sufficient and necessary for providing
of 6;;. The first part is the buffer space fgt; to buffer the lossless service -
arriving traffic when the bursts are transmitted. Different la- " .. o notiéed that, for a unicast flogy; = p;; ands;; =
belled flows may need different amount of buffer space for the ’ L SRS
first part. Since the traffic of a multicast flow is buffered only /%’ anpl thereforg 'I.'heorem.4 also holds_ under the pure unicas

) %cenario. In fact, it is the universally applicable solution for pro-

once, the largest one among those of all the labelled flows, '\ﬁding lossless service in network processors
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to the same output are served simultaneously, while in the packe
switched network, only one flow can be served at any instant.
Thus, when a best effort flow is transmitting a packet, the guaran-
teed performance flows can not release any buffer. The maximurr
time interval that no packet of the guaranteed performance flows
arrives ism, whereL is the maximum packet length. This

s
" / " / is also the the maximum time interval that best effort flows can
// // continue sending packets. During this interval, the guaranteec
% T 2 % R B performance flowf; sends no packet in the packet switched net-
* °(a°)w e * Zb;W e work, but can transmit up tg.-E—p; traffic in the fluid mode,

Fig. 2. The buffer allocation for lossless service in the packet switched netw:

which should be compensated in the adjustment. As to the secon
I?ference, in the fluid model, flows are served on an infinitesimal

needs to be adjusted due to packet fragmentation. (a) Packet loss before adjust-
ment. (b) Packet loss after adjustment.

bit basis, i.e., a bit is immediately released from the buffer after

it has been transmitted. On the contrary, in the packet switchec
V. SIMULATION RESULTS network, a packet will not be removed from the buffer until it has

In this section, we conduct simulations to verify the analyticReen completely transmitted. Even part of the packet has beer
results obtained in the previous sections. Since most realistic ri@nt to the outline, the corresponding buffer space is still occu-
works are packet switching based, the simulations are condud@&fl. With a maximum packet length &f a packet can be trans-
in a packet switched network. The packet length is uniformly digtitted for as long ag. During this interval f; cannot release any
tributed in the rangél00,300] bytes. (The simulations are alsgPccupied buffer in the packet switched network, but is able to ob-
conducted with constant and normally distributed packet lengtin Up to% p; free space in the fluid model, which should also be
and similar results are obtained, which are not presented in té@isidered in the adjustment. If use to denote the adjustment
paper due to space limitation.) for f; in a single output network processor, we have the following

Because the guaranteed performance flow is leaky bucket céxpression of4; by adding the above two components.
pliant, we emulate it with a constant bit rate (CBR) flow, and the
burst may arrive at any time during the simulation run. On the
other hand, the best effort flow is emulated by the Markov mod-
ulated Poisson process, to reflect the burst nature of real netwyi@ multiple output network processor with multicast incoming
traffic. In a Markov modulated Poisson process, the intensity ##Ws, the general expression for the adjustmenf;pfs given as

a Poisson process is defined by the state of a Markov chain. TR#ows:
Markov chain has two states: on and off. In the on state, the inten-

sity of the Poisson process g, and in the off state the intensity

is A2. The probability to switch from the on state to the off state is

p, and the probability to switch from the off state to the on state is

g. In the simulations, we set= ¢ = 0.2 and\, = 0, and change

the value of\; to adjust the load of the best effort flow. EaciThe explanation is to choose the largest value among those of al

simulation run lasts fot0® simulation seconds in order to obtairfh€ labelled flows and use the scaled rate to replace the actue

table statisti rate. As aresult, the universally applicable formulas in Theorem 4
stable statistics. should be modified as follows to reflect the adjustment for packet
A. Single Output Network Processor fragmentation.

= 7max{pz}pi + Epi

Aj,j = max{ ij7;|OUtk (S F(fﬂ)}

max{py }

L
+ max{ﬁji|0Utk € F(f]z)}
Ry,

The purpose of the first simulation is to verify Theorem 1. We m o B=3T S (G0 + Aji) Ik
set up a single output network processor with 18#( bps band- Ba = _21;("“' +A450) + ST (S0 fgi + pie) Zl_zlf’ﬂ
j: 1= = 1= J= ]: 1=

width and 5K(0%) bytes buffer space. There are two flows, flow many
1is a guaranteed performance flow, which is peak rate 600K bpg;,, — B-3in Eﬂ{zl(% +4ji)
compliant, and flow 2 is a best effort flow, with load varying from ST (2020 Byi + pe)
100K bps to 2M bps.
First, we allocate buffer space according to Theorem 1, i.e.,In this case, the adjustment3g0 + 180 = 480 bytes for flow
B, = 5000 x 0.6 = 3000 bytes for flow 1 andB. = 5000 — 1. After the adjustmenti3, = 480 + (5000 — 480) x 0.6 = 3192
3000 = 2000 bytes for flow 2. The packet loss of flow 1 and flonbytes andB. = 5000 — B, = 1808 bytes, and the packet loss of
2 is plotted in Fig. 2(a). Unfortunately, flow 1 still suffers packeflow 1 and flow 2 is given in Fig. 2(b). It can be seen that flow 1
loss, although its packet loss ratio is much smaller than thathafs zero packet loss now.
flow 2. Next, we exam the relationship between the total buffer size
The reason for the inconsistency between the analytical resaitel the packet loss ratio of the best effort flows. We consider
and the simulations results is that, while the analysis is basedesomore complex scenario. The single output network processol
a fluid model, the simulation is conducted in a packet switchéads 1M bps bandwidth and buffer size varying from 3K to 60K
network. To ensure lossless service, buffer allocation has toliyges. There are two guaranteed performance flows. Flow 1 is
adjusted in a packet switched network due to this packet fragmeeak rate 200K bps compliant and flow 2 is leaky bucket (400K
tation. bps, 4K bits) compliant. There are two more best effort flows,
There are two differences between the fluid model and tivsere flow 3 has a load of 100K bps and flow 4 has a load of
packet switched network. First of all, in the fluid model, all flow800K bps. The buffer is allocated according to Theorem 2 with

je



Single Output Network Processor Single Oupt Network Processor of the guaranteed performance flows is 60% of the output band-
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Fig. 3. Effect of total buffer size to packet loss and throughput. (a) Packet Ig§atwork.
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