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ABSTRACT — .
Crossbar switching fabfic
Virtual output queued (VOQ) crossbar switches have been —out

demonstrating advantages as high speed interconnectsy The .
eliminate the Head of Line (HOL) blocking, which limits the . .
maximum throughput of single input queued switches, and do . .
not require switching fabrics with speedup capability, ethi .
prevents output queued switches from being cheaply imple-

mentable. Existing practical VOQ scheduling algorithmskvo

in an iterative manner, and each iteration usually inclutese
steps: request, grant and accept. By incorporating atioitra
into the request step, the accept step can be eliminated, and
two step iterative matching can be achieved. While two step
algorithms achieve almost identical performance as three s
algorithms, they have extra advantages, such as simpldr har
ware implementation, shorter scheduling time, and lesa daig. 1. ForanN x N VOQ crossbar switch, blocked packets are buffer at the
exchange. As examples of two step iterative matching a|d nut side, and each input port haé queues to buffer the packets to the

. . . ifferent output ports.

rithms, we present Two Step Parallel Iterative Matching{®)

and Two Step iSLIP (iSLIP2), and theoretically analyze thgput side using the VOQ buffering strategy, i.e., each trymut
convergence property of PIM2. Furthermore, because the h@s N (logically) separate queues to buffer the packets to the
quest step and grant step perform similar operations, amd f different output ports. Thus, a packet will not be held up by
two steps always progress in a sequential manner, we prapogeother packet ahead of it that goes to a different output por
hardware efficient implementation for two step iterativeacha  Several advantages of the VOQ crossbar switch make it more
ing algorithms which requires only one set of arbitratiogito attractive than other structures. First of all, the crospbavides

We conduct extensive simulations, and the results denairstinon-blocking capability, which is necessary for achievimgh

that our analytical result on the average convergencdiiteiss speed switching. Also, the time slot work mode significantly
In N +e¢/(e— 1), is more accurate than the classical resukjmplifies the design of the switch, and accelerates thedsthe
log, N +4/3, and that two step algorithms and three step dhg and switching processes. Comparing with the output gdeu

gorithms have almost identical performance. (OQ) switch, the VOQ switch does not require Ahspeedup
Keywords: Scheduling, virtual output queued switch, iterativerossbar and is cheap to implement. Since the OQ switchrisuffe
algorithms, convergence, crossbars. packets only at the output side, if the packets arrivingféeéint

input ports are destined to the same output port, all thegiack
must be transmitted simultaneously. Therefore, the switch
Crossbar switches are widely used as high speed intercepeed of the internal fabric must betimes faster than the send-
nects in different computing environments, such as PCalsist ing speed of the input port. On the other hand, comparing with
Internet routers, and system-on-chip networks. With thgire- the single input queued (SI1Q) switch, the VOQ switch removes
ment of high throughput and cheap implementation, the airtithe HoL blocking using the VOQ buffering strategy. For the
output queued (VOQ) switch with a crossbar switching fabri8lQ switch, each input port has a single queue to buffer all th
has become the preferred structure for high speed swit¢hjngincoming packets. If the head of line (HoL) packet is blocked
- [5], which operates with fixed length packets in a synchrenoall the packets behind it cannot be scheduled to transmit eve
time slot mode. The structure of &hx N VOQ crossbar switch thought their destination output ports may be free. Thisiked
is illustrated in Figure 1. Input ports and output ports ava-c the HoL blocking, which limits the maximum throughput of the
nected by a crossbar switching fabric. The crossbar has n&hQ switch to only aboui8.6% [6].
blocking switching capability and can remove one packanfro Scheduling packets to be transferred from input ports te out
each input port and deliver one packet to each output post-in @ut ports to ensure low latency and high throughput is a chal-
ery time slot. Temporarily blocked packets are bufferechat tlenging task. The scheduling problem on VOQ switches can be

I. INTRODUCTION



viewed as a special case of the bipartite graph matching-prob °
lem, where input ports and output ports are the two disjoint

sets of vertices and the edges between input ports and output ° *

ports are the scheduling decisions. Traditional scheduligo- °
rithms, such as maximum size matching (MSM) [7] and max- .><: ./.
imum weight matching (MWM) [7], were designed to maxi-

mize the throughput of the switch. However, both MSM and Request Grant Accept

MWM have high time complexity, which i©)(N??) [8] and Fig. 2. Three step iterative matching.

O(N3log N) [9], respectively, and therefore are impractical for

high speed implementation. Besides, while MWM is able to

achieve 100% throughput for any independent traffic, MSM may °

lead to instability and unfairness under admissible traffied

starvation under inadmissible traffic [10]. / '/
High speed switching imposes a requirement for high speed ° L °

scheduling as well. As a result, iterative matching aldponis, Request Grant

such as PIM [2] and iSLIP [1] were proposed. The algorithmgy. 3. Two step iterative matching.

attempt to quickly converge on a maximal matching in mudtipl

iterations. As shown in Figure 2, each iteration of the athars  Finally, Section V concludes the paper.

usually consists of the following three steps: Il. TWO STEP ITERATIVE MATCHING ALGORITHMS

Request step. Each input port sends a request to every output ) ) ] )
port for which it has a buffered packet. In this section, we first analyze the advantages of two step it

Grant step. An output port grants one request among all th%rative matching algorithms. Then, as an example, we presen
requests that it receives Two Step Parallel Iterative Matching (PIM2) for VOQ switche

Accept step. An input port accepts one grant among all thgnd theoretically prove that its average convergencetiters

grants that it receives. Then, the input port marks itsedf e are less thatnN+_e/(e_— 1). We glso discu_ss oth_erggngraliza-
corresponding output.port as: matched tions of two step iterative matching algorithms in this smct

All input ports and output ports are initially unmatched angcludmg Two Step iSLIP (iSLIP2) and FIFOMS.

only those not matched at the end of one iteration are coreside’ Advantages of Two Step lterative Matching

in the next round. Iterative matching algorithms find a maxi- In one iteration of a three step iterative matching algomith
mal matching in each time slot by incrementally adding iRpugach input port can send up 16 requests and receive up 16
output pairs, without removing the ones made earlier. In-gegrants. Thus, the accept step is necessary for each inpiutopor
eral, a maximal matching is easier to obtain but may be smalihoose one grant among the possiblgrants. Alternatively, if
than a maximum matching, which has the globally largest sige arbitration in the accept step is executed before evetirsg

or weight. out requests, so that each input port sends only one requeist a

In this paper, we discuss two step iterative matching algoerrespondingly receives only one grant, the accept stefpea
rithms for VOQ switches, and propose a hardware efficient ireiminated and two step iterative matching is achievedlas i
plementation of the algorithms. First, we show that by incotrated in Figure 3.
porating arbitration into the request step, the acceptesdefbe  Comparing with existing three step algorithms, two stegaite
eliminated, and thus two step iterative matching can besseli, tive matching has the following advantages. Firstly, bynaiat-
as shown in Figure 3. The advantages include simpler ing the accept step, the time for one iteration of the alboriis
plementation, shorter scheduling time, and less data exgha reduced, and thus shorter total scheduling time is needect. S
As examples, we present Two Step Parallel Iterative Matchiondly, for a two step iterative matching algorithm, the resju
(PIM2) and Two Step iSLIP (iSLIP2), and theoretically army step and the accept step are carried out in the same way, i.e.,
the convergence property of PIM2. Furthermore, because tberbitrate amongV candidates and choose one. This property
request step and grant step of a two step iterative matchgog a enables easier and cheaper implementation of the two gjep al
rithm have similar functionality, and the two steps neverkwat rithms. Thirdly, since each input port sends only one refjues
the same time, the algorithm can be implemented in a hardwére data exchanged between input ports and output portsguri
efficient manner with only one set of arbitration logic. Hipa the scheduling process are greatly reduced. Especiatiye si
extensive simulations are conducted, and the results deimad@ each input port can receive at most one grant, the request ste
that our analytical resulin N +e/(e — 1), is a more accurate of the next iteration can start immediately after the onlgrgiis
estimation of the average convergence iterations fortitera received. While in three step algorithms, an output portsee
matching algorithms than the classical resialg, N +4/3, and to wait for up toN requests before begins the grant step, and
the results also demonstrate that two step and three stafihiee an input port needs to wait for up f§ grants before begins the
matching algorithms have very similar performance. accept step.

The rest of this paper is organized as follows. Section Il On the other hand, it can be expected that two step algorithms
presents the two step iterative matching algorithms for VO&hd three step algorithms have similar performance. Tomrnde
switches. Section Il proposes a hardware efficientimplaiare stand this, we can view the three step iterative matchinbats t
tion of the algorithms. Section IV gives the simulation désu in the grant step each output port selects one input porteo “r
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Proof. Suppose that aftet iterations,|Freeln(k)| = m and
quest,” and in the accept step, each input port selects dpetou|O(Freeln(k))| = n. And assume that, for the average case,
port to “grant.” Then, three step iterative matching is odify the fanout of a free input port is uniformly distributed angon
ferent from two step iterative matching in its extra requeep, the rest of the free output ports. Thus, the probability fénea
which is easy to see when comparing Figure 2 and Figure 3. gutputout; to receive the request from a free inguf in the
B. PIM2 (k+1)t" iteration is

As an example, we present a two step iterative matching al- Pr{out; receives arequest from, }
gorithm called Two Step Parallel lterative Matching (PIM@) | fanout(in;)| y 1 1

VOQ switches, which corresponds to the three step algorithm n | fanout(iny)| — n

PIM in [2]. Each iteration of the PIM2 algorithm includes the

following two steps: The first part'f‘mmjlw of the formula is the probability that
Request step. Each input port randomly sends a request to ant; is in the fanout ofin;, and the second paf .7 is

output port for which it has a buffered packet. the probability thain; sends the request to any output port of its
Grant step. An output port randomly grants to one requesanout. Thus, the probability that a free output does notivec

among all requests it receives. The output port marks itsedf any request in thék + 1)!" iteration is

the corresponding input port as matched. ) m
Similarly, all input ports and output ports are initially un Pr{out; does not receive any requgst <1 - 5)

matched and only those not matched at the beginning of an iter

ation will be considered. The algorithm continues untilrthis  and we obtain

no more matchable input-output pairs. Then a maximal match-

ing has been found. E(|O(Freeln(k+1))|)

As in PIM, the request or grant arbitrations of different in- = |O(Freeln(k))| x Pr{an output receives no requgst
put ports or output ports are independent, and therefordean 1\™
done in parallel to accelerate the matching process. Aldd2P =nx (1 - ﬁ)

makes arbitration decisions on a random basis, so each input
port has equal transmission opportunity to any output @owd, In other words, the expected value of the number of free dutpu
1 m

fairness is achieved. ports after thék + 1) iteration isn (1 — 1

n

C. Convergence Property of PIM2 According to the definition of the potential(k) is equal to

) ) . the smaller ofn andn. In the following, we discuss two possi-
In this subsection, we discuss the convergence propertyypf .ases.

PI_M2. One perc_eption tq a two step iterative matching atpaori Case1: m > nandp(k) = n.

m|ghtl be that since an .|nput port sends muph Ie§s requests 'ﬁ)efinef(n) _ (1 _ l)n. It has a limit whem goes to infin-
each iteration, the algorithm may need more iterationsgéo ity: . m "

time to converge, which is of course unfavorable for a pcatti Jim fln) = Jim <1 - ﬁ) T e

scheduling algorithm. However, our following theoretiaahly-
sis and the simulation results in Section IV both show thiegeh 6
step algorithms and two step algorithms have almost idainti& <10°% f
convergence properties. E(p(k+1))

and it is easy to verify that for any practical value raf say,
(n) < 1. Thus, we can obtain

In the following analysis, we assume a uniformly distrilaite "

traffic model. We first define some notations to represent the < B(|O(Freeln(k+1))) =n <1 B E)

matching status. An input port is said to be free if it is not N\" _n  plk)

matched, but has buffered packets to an unmatched outpiit por <n (1 - —) <-=

and similarly, an output port is free if it is not matched, hitit " ¢ ¢

least one free input port has packets to it. We define theviello  Case 2: m < n andp(k) = m.

ing terms. Form =1, it is trivial that the algorithm converges after one
in;: thed'™ input port; more iteration. We consider in the following > 2.
out;: the j* output port; Since the expected value of the number of input-output pairs
g5 the queue ofn; that buffers packets tout;; matched in thek + 1) iteration isn — n(1 — )™, we have
fanout(in;) = {out;|out; is free, andy;; is not empty; E(FreeIn(k+1))=m—n+n(l— %)m,
Freeln(k) = {in;|in; is free afterk iterationg; Defineg(z) =m—az+z(1— )™ —m/e, andg'(z) = -1+
O(Freeln(k)) = Ui, e precin(r) fanout(ini); (1-1ym+(1—Lyn-1m Defineh(m) = (1—Lym-1etm=1,
p(k) = min{|FreeIn(k)|,|O(FreeIn(k))|}. Whenm =2,h(2)=1— # < 1foranyx # 0; whenm > 2, it

p(k) is the largest possible number of input-output pairs thigt easy to prove by induction thatm) < h(2) < 1. Thus, we
still can be matched in the current time slot afteiterations, haveg’(z) < 0 for anym > 2. Sinceg(m) = m(1 — )™ —

and we call itpotential. 2 <0, we haveg(n) < g(m) < 0. In other words,
Lemma 1: After one more iteration, the expected value of the mm
new potential isl /e of that before this iteration, i.e., m-—n+n{l- " = =

k
E(p(k+1)) < 19 Therefore, we can obtain



E(p(k+1)) Also, becaus®r{j < C < N} <1, we have
1\™ N

< E(Freeln(k+1))=m—-n+n (1 - ﬁ) B(C) < Zlmin{l’ g} <InN + i

cm_ph) ’

T e e u

) The convergence property of PIM was also analyzed in [2],
Thus, in both cases, we ha#p(k + 1)) < p(k)/e. B  and an average number of convergence iteratiogs,N +4/3,

Lemma 2: For anNV x NV switch, the expected value of theyas obtained. We will show by simulation in Section IV that

potential after iterations is less than or equal ¥9/¢", i.e., our resultn N +e/(e — 1), is a more accurate estimation for

the convergence iterations of iterative matching algargh

N
E(p(k)) < — - . .
e D. Generalization of Two Step Iterative Matching

Proof. We prove it by induction.
Base case. Wheni = 0, i.e., before any matching has been The basic idea of two step iterative matching can be gener-

done, we havéZ(p(0)) < N. alized to other existing_ three step algorithms as well. bor e
Inductive step: SupposeE(p(k)) < N/e* holds. From ample,the_well kn_owr_l iSLIP algorithm [1] improves upon PIM

Lemma 1, we know thatE(p(k + 1)[p(k)) < p(k)/e, or [2] by making arbitration based on round robin pointers,akhi

N . iy Iy . automatically adapt to different input ports or output parh-
2ot Prip(k+1) =ilp(k) = j} < j/e. Then, der heavy load so that fast scheduling decisions can be made.
E(p(k+1)) The two step version of iSLIP, which we call iSLIP2, can be
N described as follows.
= iPr{p(k+1) =1} Request step. Each free input port sends a request to the first
=0 free output port which appears next to its round robin pointe
NN , , , and it has buffered packets destined to.
= ZzzPr{PUf +1) =ilp(k) = j} Prip(k) = j} Grant step. Each free output port chooses the request from
J=01i=0 the first input port which appears next to its round robin pain
N N and grants it to transmit. For the first iteration of each tsiu,
= Pr{p(k) = j} (ZiPF{P(/f+ 1) =i|p(k) Zj}> the round robin pointers of the newly matched input port and
3=0 =0 output port are both incremented by one (in a modular manner)
N i1 N Similarly, under heavy load, the round robin pointers of dif
< ZPY{P(k) = j}g = ZjPr{p(k) =Jj} ferent input ports or output ports in iSLIP2 also tend to aesy
J=0 J=1 chronize with respect to one another, and it is possibleHer t
_ E(p(k)) algorithm to converge with one iteration. More importaniBr
- e LIP2 does not have any extra “overhead” in this scenario. In
other words, all theV requests are granted, while in iSLIP?
By the inductive hypothesig](p(k +1)) < N/eF+1. B requests are sent, but only of them are granted and the rest
DefineC to be the number of convergence iterations of PIM3f (v — 1) are unnecessary overhead. Thus, iSLIP2 is more
We have the following theorem for the average valué'of efficient in this sense. A similar algorithm called Dual Rdun

Theorem1: For anN x N switch, the average number ofRobin Matching (DRRM) was proposed in [11] with a different
convergence iterations of PIM2 is less than or equahty + method to update the round robin pointers.
e/(e—1), e, Two step iterative matching can also be used to schedule mul-
E(C)<InN + _° ticast traffic, such as FIFOMS in [12]. The crossbar switch ca
e—1 A]é:ﬁ/e built-in capability to simultaneously send a packetrr
one input port to multiple output ports to efficiently suppor
N N N multicast communication. In order to apply two step itemati
E(C) = ZZ x Pr{C =i} = Z Zpr{c =i} matching to multicast scheduling, each input port sendsesty
P to all the destination output ports of its earliest packet| @ach

Proof. Since the potential is decreased by at least one in e
iteration, it is clear tha€ is in the rangél, N|. Therefore

j=1i=j

N output port also grants to the packet with the smallest alrriv

_ ZPr{j <C <N} tim_e. Hence, thg chance of t_he earliest multi_cast packdtdn t
= switch being delivered to all its output ports in the sameetim
slot is increased. Besides, because all the requests semt by

On the other hand, input port are for the same multicast packet, there is noiete
N-j+l transmission conflict. As indicated in [12], the two step tiAul
Pr{j <C<N}= Y Prip(i—1) =k} cast iterative matching algorithm has small average caerere

k=1 iterations and achieves short multicast latency as well.

N—j+1 "

< Y kPr{p(j—1)=k}
k=1

H ARDWARE IMPLEMENTATION

Practical scheduling algorithms are expected to be able to e
N ficiently implement in hardware to make fast decisions fghhi
=Ep0)) < speed switching. In this section, we propose a hardwaressffic
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Fig. 4. High level implementation diagram of two step ite@matching algo-
rithms.

implementation for two step iterative matching algorithrike ‘
implementation requires only one set of arbitration logihjch ! ’B:‘:—Di

Arbiter

?ﬂ}—» R?equest
:D—» Grant

is alternatively used for request arbitration and granitia@tion.

For a two step iterative matching algorithm, its requesp ste
and grant step perform similar operations. In other words, i ‘
each step, there are up 16 candidates §' output ports as re- | Z& !
guest candidates in the request step An@quests as grant can-
didates in the grant step), and arbitration is made to seleet outFree RIG inFree
from the N candidates. On the other hand, the two steps NEVRI & Details of the arbitration logic.
work at the same time, but instead progress in a sequential ma

ner. The reason is that only free input ports can send resjuegt, steps of FIFOMS, the arbiter is actually a comparatad, an
but whether an input port is free or not is not known until thg compares the time stamps of the candidates and chooses the
grant step of the last iteration finishes. As can be seenghedaiiest one. For iSLIP2, the arbiter is a priority encoded
quest arbitration Iogic_: and grant arbitration I_o_gic areydolsy picks the candidate appearing next to the correspondinggdrou
for a half of the total time and are not fully utilized. robin pointers. Because iSLIP2 uses different round robintp
Based on the above observations, we propose a hardware gf-in different steps, each arbiter needs two registemthe
cientimplementation for two step iterative matching aiyons, current positions of the two different round robin pointers
which needs only one set of arbitration logic. Figure 4 shitwes IV. SIMULATION RESULTS
high level diagram of the implementation. At the beginnirig o . ) ] ] ]
each time slot, the input of the scheduling algorithm isiahit I this section, we_cond_uct S|mula_t|o_ns to V(_enfy the accyra
ized with the virtual queue occupancy of each input port.iiThef the convergence iteration analysis in Section II, and &s
arbitration is made based on the queue information to sen§onpare the performance of two step algorithms and three ste
request on behalf of each input port, which is fed back to tRédorithms. . _ _
arbitration logic. A second round of arbitration is madetwit Both Bernoulli arrival and burst arrival are consideredtia t
the request information to generate grant for each outpithed S|mulat|on. Bernoulli arrival can _be described by its agera
end of one iteration, matching results are saved in the idecis2!Tival ratep. In other words, each input port has the probability
registers, and will be finally forwarded to the crossbar agred of p to have a new packetto arrive at the beginning of a time slot.

signals to transmit the scheduled packets. In practice_, ngtwork packets are usually highly correlead _
Figure 5 shows the details inside the arbitration Iogic.cSintend to arrive in a burst mode. The burst nature can be destrib

the hardware is alternatively used in the request step et g y a Markov process alternating between off and on states. In

step, there is a sign@ /G to indicate the current working state.the off state, there is no packet to arrive. In the on statek¢ia

When R/G is 0, the algorithm is in the request step. If thgrrive at every time slot and all have the same destinatidhs.
virtual queue of an input port has buffered packets and itse€o the end of each time slot, the process can independentlghswit

sponding output port has not been matched, it sends a sign ! gtween offtand ondstates. tl?]urst ak:rl\l/){':‘ll'tca'tn be_?is;:rlbéEEiUSI
the arbiter as a candidate for the request arbitration. #licg wo parameters andj. « is the probability to switch from the

to a specific arbitration rule, the arbiter chooses one frioen tOff state to the on state, or alternatively the average tenft

up to N candidates and the result is fed back as the input of tmse off state isl/a. § is the probability to switch from the on

arbiters. Next, the algorithm enters the grant step and?h@ _srtr?te th thetﬁﬁ state, or the. avleratge length of the on stateis
signal becomes 1. The requests received in the previousstep Ier?hor?, I € average ar_|r||va ra eﬁ’tiﬁt(ﬁ + .ﬁ)' lati It
sent to corresponding arbiters, and each arbiter choosetoon n the foflowing, we will present the simulation resutts on

grant. Thus, one iteration of the algorithm has completed, ad|fferent properties of the algorithms. Each simulation kasts

G . L L
the grant results are sent to the matching decision register for 10° time slots, a half of which is the warmup period in order

N . to obtain stable statistics.
Although the actual arbitration rules used in the request st

and grant step may vary among different scheduling algmsth A. Analytical Convergence Result

they are usually very similar in the two steps of the same-algo The convergence property of PIM was analyzed in [2], and an
rithm. For example, in both steps of PIM2, the arbiter acts aserage number of convergence iteratibigg N + 4/3 was ob-

a random selector, and randomly chooses one candidatee Int#tined. Since therfog, N +4/3 has been commonly viewed as
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Fig. 6. Comparison of average convergence iterations wifterent switch Fig. 7. Throughput of PIM and PIM2 with fixed iterations.

sizes. 16x16 Switch, Bernoulli Uniform Traffic 16x16 Switch, Burst Uniform Traffic
= iSLIP(1) = iSLIP(1)

an estimation of the convergence iterations of iterativectiing | = gﬁggg od & gﬁggg

algorithms, such as iSLIP [1], WPIM [13] and FEM [14]. Inu el iGN = s

Section Il, we also proved that the average number of conv £°°| = Sk b ey S

Throughput

gence iterations of PIM2 is less thanN + ¢/(e — 1), which £,
is a smaller number for anyy > 1. We show in the following
by simulation that, firstly, PIM and PIM2 have almost identi
cal convergence properties, and secondly, our analysallr "
on the average convergence iterations is more accuratbein .
sense that it is closer to the simulation results. As a reain (@) Bernoulli uniform traffic (b) Burst uniform traffic
iterative matching algorithm is designed to run with a fixen  Fig. 8. Throughput of iSLIP and iSLIP2 with fixed iterations.
ber of iterations, which is the case for most practical salied . . o ) .
algorithms,In N + ¢/ (e — 1) iterations are sufficient for the al- Scheduling algorithms with fixed iterations. For the restref
gorithm to converge in most cases. simulations, a6 x 16 switch is considered.

In the simulations, we consider switch sizes df x 16, _ F19uré 7(a) shows the throughput of PIM and PIM2 with 1,

32 x 32 and64 x 64, all of which have 100% Bernoulli or burstz' 3 and 4 iterations under the Bernoulli uniform traffic. het

uniform traffic. For uniform traffic, the destination of a neW€9end, the number in the brackets is the number of the fixed

incoming packet is uniformly distributed among all the auitp iterations. It can be noticed that, with the same fixed nurober
ports. Denoting the arrival rate qf; by \;;, then);; = p/N, iterations, PIM f_;lnd PI.M2 have very S|mllar throughput perfo
wherep is the load of the switch. mance, and their maximum throughput increases as the number

We look at the average convergence iterations of both P iterations increases. To b_e more sp_ecmc, .W'th one fenat
and PIM2, and compare them with the analytical results is thj M(1) and PIM2(1) can deliver all the incoming packets when

paper and in [2] the load is small, but saturate at about 64% throughput. With
. . . ... two iterations, PIM(2) and PIM2(2) significantly increaseir
Figure 6(a) shows the simulations under Bernoulli uniform _ . . .
) maximum throughput to about 88%. When running with three
traffic. As can be seen, PIM and PIM2 have almost the same .. .
; . . . iterations, the throughput of PIM(3) and PIM2(3) can be ghhi
average convergence iterations for all the switch sizesth@n

: . as 97%. Given one more iteration, the maximum throughput of
other hand, our analytical result, N +¢/(e—1), is closer to the . ' 00 .
simulation result than the classical restdg, N +4/3. Figure PIM(4) and PIM2(4) increases to 99.9%, which means that they

6(b) shows the simulation results under burst uniform agind practically achieve 100% throughput. The results undestbur

N ) niform traffic are similar to those under Bernoulli unifotraf-
similar conclusions can be drawn that PIM and PIM2 have al- . . S
. . . ic, which are given in Figure 7(b). On the other hand, based on
most identical convergence properties, andthaf +e/(e—1)

is a more accurate estimation. It should be noted that, Isnecatuhe analysis in Section I, we know that the throughput of BIM

A . ) . . L iR 0
of the burst nature, the convergence iterations of bottrilgos with i fixed iterations is Qpproxmate@ 1/e’, which is 63./0’

. o 86%, 95% and 98% wheiris equal to 1, 2, 3 and 4, respectively.
are slightly smaller than those under Bernoulli arrivalisiéan

be explained by the fact that under burst arrival, within alm It can be seen that the simulation results are consistehttingt

time interval, the incoming packets of an input port are ot u theoretical analysis.
formly distributed among all the virtual queues. Thus, eiach Figure 8(a) and (b) plot the throughput of iSLIP and iSLIP2

put has fewer matching candidates, and the convergencesoc ith fixed iterations under the Bernoulli uniform traffic and
earlier ' urst uniform traffic, respectively. Similarly, iISLIP anglLilP2

do not have noticeable difference in throughput. On therothe
hand, because of the round robin desynchronizing mechanism
and the uniformly distributed traffic, iISLIP and iSLIP2 aebé

As mentioned above, practical scheduling algorithms dgual 00% throughput even with only one iteration. However, as in
run with a fixed number of iterations rather than run until-cordicated in Figure 10 of this section, the convergence i@natof
verge, so that the scheduling time needed in each time stot iSLIP and iSLIP2 are usually larger than one unless the Iead i
constant. In the following, we examine the throughput of ttemall or close to one. This means that, with one fixed itematio

)
iy
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o
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B. Throughput with Fixed Iterations
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Fig. 9. Comparison of average packet delay of different duliieg algorithms. Fig. 10. Comparison of average convergence iterationsfigreint scheduling

algorithms.
the algorithms may not converge under some circumstances, o
there are still packets that can be scheduled to transmireut increases dramatically and finally reaches the limit alibwg
postponed to the next time slot. Thus, although iSLIP and ithe maximum queue length. Figure 9(d) gives the situatigh wi
LIP2 can achieve 100% throughput with one iteration undér uithe burst hotspot traffic. Again, the curves exhibit a sintileand

form traffic, the packet delay may be significantly increaised as that in Figure 9(c), but the delay is longer than that utter
this case. Bernoulli hotspot traffic because of the burst nature.

C. Packet Delay D. Convergence Property

The transmission delay of a packet is the interval from the FOr an iterative matching algorithm, the average number of
time that the packet arrives at its input port to the time iteis CONvergence iterations Is a very important property, siace
moved from the head of its virtual queue by the crossbar.esir@lgorithm with smaller convergence iterations needs short
each output port receives at most one packet per time skot, §¢heduling time, and can achieve higher speed switching. As
received packet can be immediately sent to the outline, ksl t ¢an be seen from Figure 10, all the four algorithms need a sim-
the transmission delay is the total time that a packet stagrssi ilar number of iterations to converge in most cases. In Egur
switch. 10(a) and (b), when the effective load of the Bernoulli unifo

Figure 9(a) shows the average packet delay of different HRffic or burst uniform traffic approaches one, the convecge
gorithms under the Bernoulli uniform traffic. As can be seef{érations of iSLIP and iSLIP2 decrease to one due to thedoun
the two step algorithms (PIM2 and iSLIP2) have almost idef2Pin pointer desynchronizing mechanism. However, when th
tical performance as their corresponding three step atgnsi  traffic is not uniformly distributed, as in Figure 10(c) ard),(
(PIM and iSLIP), respectively. It also can be noticed thét, 4SLIP and iSLIP2 do not show significant advantages over PIM
though PIM and iSLIP use different arbitration rules, thegia and PIM2.
their two step counterparts have similar average packetydel

Figure 9(b) gives the simulation results under the burgioumi V. CONCLUSIONS

traffic, in which the four algorithms also exhibit similarrfer- In this paper, we have studied two step iterative matching al
mance. However, due to the burst nature, the delay of all terithms for VOQ crossbar switches. By incorporating arbi-
algorithms is longer than that under Bernoulli arrival. tration into the request step, the accept step in traditittmee

The simulation is also conducted under non-uniform traffistep iterative matching algorithms can be eliminated. @/ffie
or hotspot traffic [15] in our case. For hotspot traffic, eagtuit two step iterative matching algorithms maintain almosnide
port has a “hotspot” output port, which is the destinatioraof cal performance as three step algorithms, they introdutra ex
half of the arriving packets, and the rest of output porteirgr advantages, such as simpler hardware implementationteshor
an equal amount of packets. In our simulations, we\set p/2 scheduling time, and less data exchange. As examples, we pre
and\;; = p/2(N —1) fori # j. Figure 9(c) plots the simulation sented Two Step Parallel Iterative Matching (PIM2) and Two
results under the Bernoulli hotspot traffic. While the amiyy Step iSLIP (iSLIP2). We theoretically proved that the aver-
traffic is not uniformly distributed, all the four algorithevstil age number of convergence iterations of PIM2 is less than
give each virtual queue of an input port equal matching ceantn N + e¢/(e — 1), and showed by simulation that it is a more
As a result, when the effective load becomes large, the dekgcurate estimation than the classical releigf N +4/3 in [2].



Based on the characteristic that the request step and degnt s
have similar functionality and do not work at the same time,
we proposed a hardware efficient implementation for the two
step iterative matching algorithms. The implementatiauies
only one set of arbitration logic, which can be alternagueded

for request arbitration and grant arbitration. Extensiveuta-
tions were also conducted to test the performance the two ste
iterative matching algorithms. The simulation results deam
strated that two step algorithms and three step algorithaae h
very similar performance.
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