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With the rapid development of broadband applications,
the capability of networks to provide quality of service
(QoS) has become an important issue. Fair scheduling al-
gorithms are a common approach for switches and routers oot Sl out,
to support QoS. All fair scheduling algorithms are run-
ning based on a bandwidth allocation scheme. The scheme
should be feasible in order to be applied in practice, and
should be efficient to fully utilize available bandwidth and
allocate bandwidth in a fair manner. However, since a sin-
gle input port or output port of a switch has only the band-
width information of its local flows (i.e., the flows travergi
itself), it is difficult to obtain a globally feasible and efént Figure 1. The general structure of a crossbar switch.
bandwidth allocation scheme. In this paper, we show how
to fairly allocate bandwidth in packet switches based on the
max-min fairness principle. We first formulate the problem,
and give the definitions of feasibility and max-min fairness
for bandwidth allocation in packet switches. As the first . .

; . . has no guarantee to the quality of service.
step to solve the problem, we consider the simpler unicast Th bility t id S t has b
scenarios, and present the max-min fair bandwidth alloca- . € capabliity o provide .QO SUpport has become an
tion algorithm for unicast traffic. We then extend the anal- important issue for the design of modern switches and

) . . routers [2] [3]. Switches and routers control the depar-
ysis to the more general multicast scenarios, and present ) .
e X X . . ture sequence of the packets stored in their buffers, and the
the max-min fair bandwidth allocation algorithm for multi-

cast traffic. We prove that both algorithms achieve max-min adopted scheduling algorithms largely determine the guali

. X . of service that can be provided by the networks. Much re-
fairness, and analyze their complexity. The proposed al- . :
. . : : search effort has been devoted to the design of fair schedul-
gorithms are universally applicable to any type of switches : . . .
. i ing algorithms for packet switches to provide QoS support,
and scheduling algorithms. . . .
and many algorithms have been proposed in the literature
for different switch architectures.
We now briefly review the switch architectures and fair
With the rapid development of broadband networks in scheduling algorithms, using the most popular crossbar
recent years, a variety of novel network based applicationsswitches as examples. In a crossbar switch, input ports
have been developed with different quality of service (QoS) and output ports are connected by a non-blocking cross-
[1] requirements. Network traffic can be broadly classified bar switching fabric, as shown in Figure 1. The crossbar
into two categories: guaranteed performance traffic and besmay be running faster than the input ports and output ports,
effort traffic. For guaranteed performance traffic, researc in which case the crossbar is said to have speedup larger
*This research was supported in part by the U.S. NationalnBeie .than one. Dependlng on the exact speedup value, temporar-
Foundation under grant number CCR-0207999. ily blocked packets in a crossbhar switch can be buffered at
1-4244-0910-1/07/$20.0@)2007 |EEE. either the output ports, input ports, or crosspoints. Out-
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are reserved for an allocated transmission rate, and the per
formance, such as bandwidth and delay, is bounded within a
pre-specified range. On the contrary, best effort traffestri

to make the best use of available transmission capacity but

1 Introduction




put queued (OQ) switches have buffer space only at output Regardless of the architecture of a switch and the fair
ports. New incoming packets must be immediately trans- scheduling algorithm the switch uses, it is necessary to pre
ferred through the crossbar and stored in the output buffers define a feasible and efficient bandwidth allocation scheme
Since there is no buffer at the input side, if multiple input as the basis of the scheduling. The bandwidth allocation
ports have packets arriving at the same time that are desscheme specifies the amount of bandwidth that an input port
tined to the same output port, all the packets must be trans-or a flow can use at each output port of the switch to trans-
mitted simultaneously. Speedup df is necessary for an  mit packets. On the one hand, the scheme must be feasible
0OQ switch withM input ports to achieve 100% throughput. in order to be applied in practice. In other words, the to-
Fair scheduling algorithms for OQ switches, such as WFQ tal bandwidth allocated to all the flows at any input port or
[5], WF2Q [6], DRR [7] and FMCF [8], work at each output  output port cannot exceed its available bandwidth. On the
port to determine the transmission sequence of the packetsther hand, the scheme should be efficient, which means to
in its buffer, and emulate the ideal Generalized Processorfully utilize any potential transmission capacity and adte
Sharing (GPS) fairness model [4]. They can provide differ- bandwidth in a fair manner.
ent levels of service guarantee using different approaches A bandwidth allocation scheme must be carefully de-
It has recently been shown [9] that there is a fundamen-signed in order to be feasible and efficient. Before packet
tal tradeoff between the delay bound that an algorithm cantransmission, an input port claims portion of the bandwidth
achieve and its computational complexity. of each output port for its traffic. (Alternatively, an outpu
On the other hand, input queued (IQ) switches have port can allocate its available bandwidth to different inpu
buffer space only at input ports, and thus eliminate the ports.) However, since each input port or output port has
speedup requirement. Input buffers are usually organizedonly local bandwidth information, it does not know how
as multiple virtual output queues (VOQ) [10], to avoid the much bandwidth other input ports claimed at a specific out-
Head of Line (HOL) blocking caused by the traditional sin- put port (or how much bandwidth other output ports allo-
gle FIFO queue, which restricts the maximum throughput of cated to a specific input port). Thus, this initial bandwidth
the switches [11] [12]. Unfortunately, until now IQ switche  allocation scheme may be under-utilized or over-utilized.
are found to be able to achieve 100% throughput only whenFor the under-utilized case, clearly, the unused bandwidth
they work with maximum matching algorithms or their vari- should be allocated to make full use of the transmission
ants [11], which have high time complexity [13] [14]. One capacity, and it has to be carefully handled to allocate the
type of fair scheduling algorithms for 1Q switches try to em- leftover bandwidth in a fair manner. For the over-utilized
ulate the corresponding fair scheduling algorithms for OQ case, it is also necessary to fairly scale down the claimed
switches with iterative matching. For example, iFS [15] em- bandwidth of each user to make the scheme feasible.
ulates WFQ [5] by using time stamps, and iDRR [16] emu-  The bandwidth allocation scheme plays several impor-
lates DRR [7] by using round robin pointers. Another algo- tant roles in guaranteeing the high performance of a switch.
rithm WPIM [17] improves upon PIM [18] by introducinga  First of all, the scheme is used as the scheduling criterion
bandwidth enforcement mechanism to provide probabilistic by fair scheduling algorithms. The scheduling algorithms
bandwidth guarantee for input-output connections. make decisions on the departure sequence of packets from
In order to combine the advantages of both output different users, so that the bandwidth that each user actu-
queued switches and 1Q switches, combined input-outputally receives is equal to the amount that it is allocated in
queued (CIOQ) switches make a tradeoff between the crossthe scheme. Secondly, the scheme helps to determine the
bar speedup and the complexity of the scheduling algo-traffic admission policy and buffer management strategy. In
rithm. They usually have a small, fixed speedup of two, order to reduce cost, modern switches usually put packets
and thus need buffer space at both the input side and outfrom different users in shared buffers. Without proper ad-
put side. Buffered crossbar switches, or combined input- mission control, excessive traffic from one user may cause
crosspoint-output queued (CICOQ) switches, are a speciabuffer overflow and packet loss for other users. Also, if the
type of CIOQ switches, where each crosspoint of the cross-shared buffer is not well managed, and a user has no avail-
bar is equipped with a small buffer. Crosspoint buffers elim able packet in the buffer when it is its turn to transmit, eher
inate output and input scheduling contention, and enableis no way to provide bandwidth or delay guarantee. Thus,
the switches to work in an asynchronous mode and eas-t is important to determine how much traffic can be admit-
ily transmit variable length packets. Both CIOQ switches ted for a user and how the shared buffer should be managed
and CIOCQ switches are proved to be able to perfectly based on the amount of bandwidth allocated to that user in
emulate OQ switches with a small speedup [19] [20] [21]. the scheme. Thirdly, an efficient scheme makes it possi-
Thus, special scheduling algorithms for CIOQ switches or ble for a switch to achieve 100% throughput. Throughput
CIOCQ switches can be designed to duplicate the packetis an important criterion to measure the performance of a
departure sequence of existing fair scheduling algorithmsswitch. There has been much work on how to achieve 100%
for OQ switches, and provide desired service guarantee. throughput, and all the proposed approaches require an effi-



cient bandwidth allocation scheme based on which no out-  With pure unicast traffic, any flow has one source input
put port should be under-utilized or over-utilized. port and one destination output port. Thus, in phase one, all
In this paper, we present algorithms to compute fair the guaranteed performance flows of the same input-output
bandwidth allocation schemes based on the max-min fair-pair (i.e., leaving from the same input port and destined to
ness principle. The presented algorithms can be univer-the same output port) are subject to the same bandwidth
sally applied to to any type of switches and scheduling al- constraints, and can be viewed as a single logical flow in
gorithms. Max-min fairness has long been used as a pop-+the analysis. We denote the logical flow frdm; to Out;
ular fairness principle in resource allocation [22] [23}#]2  as Fj;. In the following description of phase one, if not
[25]. In particular, [25] discussed how to compute max-min specifically noted, a flow means a logical guaranteed per-
fair rate allocation for flows in IQ switches. However, it formance unicast flow. Similarly, in phase two, all the best
analyzed only the simple unicast scenarios where there areffort flows of the same input-output pair can also be con-
only best effort flows, and did not consider guaranteed per-sidered as a single logical flow.
formance flows or the more complex multicast scenarios. Before the transmission of packets, each flow claims its
We first formulate the problem and define some termi- desired bandwidth, which we call the requested bandwidth.
nologies that will be used. Then, we give the definitions We use anM x N matrix R to represent the requested
of feasibility and max-min fairness for bandwidth alloca- bandwidth of all flows, where entrg;; is the requested
tion in packet switches. As the first step of the analysis, we bandwidth of flowF;; or the desired bandwidth dfn; at
consider the simple unicast scenarios, and present the maxQut;. If In; does not have guaranteed performance traffic
min fair bandwidth allocation algorithm for unicast traffic  to Out;, thenR;; is set to zero.
We then prove that the presented algorithm achieves max- We use anothel/ x N matrix A to represent the allo-
min fairness. Next, we extend the discussion to the morecated bandwidth of all flows, where entd; is the actual
general multicast scenarios, and present the max-min fairbandwidth allocated to flow;;, or the amount of band-
bandwidth allocation algorithm for multicast traffic, whic ~ width that/n; can use aDut;.
is also proved to achieve max-min fairness. For both algo- Furthermore, we define the satisfaction degree of flow
rithms, we give examples to illustrate the operation of the Fj; to be the ratio of its allocated bandwidth to the requested

algorithms and analyze their complexity. bandwidth, and denote it &%jhi.e.,
. . . . S, — i
2 Max-min Fair Bandwidth Allocation for Ri;

Unicast Traffic When R;; = 0, both A;; and S;; are set to zero. Flow

In this section. we formulate the max-min fair bandwidth £ iS said to be satisfied or a satisfied flow if its allocated
allocation problem, and present an algorithm for the sim- bandwidth is equal to its requested bandwidthygr= 1,
pler scenarios where there is only unicast traffic. We will Otherwise r; is unsatisfied. We call the matrik formed

analyze the more general scenarios with multicast traffic in PY all 5i; the satisfaction matrix. _
Section 3. Now we can define the feasibility of bandwidth alloca-

tion for unicast traffic. We say that an allocation matfixs
feasible with respect to input bandwidth vecfds, output
bandwidth vecto) B and request matrig, or simply A is
feasible, if no flow is allocated more bandwidth than what
it requests, i.e.,

In order to make the analytical results more widely ap-
plicable, we consider a general switch with input ports
and N output ports, without any specific assumption on the
switch architecture. For easy representation, denotéthe
input port byIn; and thej*" output port byOut;. Input

: . e ) VivjAi; < Rij
bandwidth vector B defines the transmission capacity of I =

all input ports, where thé&” entry I B; indicates the avail-  and there is no oversubscription at any input port or output
able bandwidth of ;. Similarly, output bandwidth vector  port,i.e.,

OB gives the transmission papacity of all output ports, and WZAM < IBiaijAij < 0B,

OB, is the available bandwidth @but;. ol ; '

There are guaranteed performance flows as well as best
effort flows in the switch. The former require exclusively Since the satisfaction matrix and allocation matrix have
reserved bandwidth, and the latter utilize the leftoverdsan one-to-one correspondence, we also say tha feasible
width from the former. We solve the max-min fair band- when its corresponding is feasible.
width allocation problem in two phases. Phase one tries to  Note that feasibility only makes a bandwidth allocation
satisfy the request for exclusive bandwidth of guaranteedscheme possible to be applied in practice. However, a fea-
performance flows, and phase two equally allocates the resible scheme may not be an efficient one. Thus, we adopt
maining bandwidth to best effort flows. Fortunately, both max-min fairness to make the best use of available band-
phases can be handled in a similar way. width and allocate bandwidth in a fair manner.



We say that an allocation matrig for unicast traffic is
max-min fair with respect to input bandwidth vectbB,
output bandwidth vectoP B and request matri®, or sim-
ply A is max-min fair, if it is feasible and it is impossible to

increase the allocated bandwidth of any flow without reduc-

ing the allocated bandwidth of another flow with lower sat-
isfaction degree. Similarly, whe# is max-min fair, we also
say that its corresponding satisfaction maffiis max-min
fair. Formally, a feasible satisfaction mattkis max-min
fair, if for any feasible satisfaction matri¢’ the following
condition holds

Sl(j > S;; — '3y’ (Si’j’ < Sij A Sirjr > Sz{’j’)

Intuitively, the objective of max-min fairness is two

fully allocated. Formally,In; is a bottleneck port of flow
F;; in satisfaction matrixS if

Vj'Sij = Sije NY  SigRig = 1B
q
andOut; is a bottleneck port of’;; in S if
VZ'ISZ'J' > Si/j A\ Z Sijpj = OBJ
p
Theorem 2 A feasible satisfaction matrix for unicast traffic

is max-min fair if and only if each unsatisfied flow has a
bottleneck port.

Proof: First, we prove the “if” part. Assums# is feasible
and each unsatisfied flow has a bottle portSin We will

folds: on the one hand, to increase the satisfaction degregyrove thatS is max-min fair using the definition of max-
of each flow as much as possible, so as to make the besgin fairness.

use of available bandwidth; on the other hand, to maximize

SupposeS’ is a feasible satisfaction matrix artgf;, >

the minimum satisfaction degree of all the flows to achieve S;;. Then we know tha$;; < S/ < 1, andF;; is an unsat-
H 1 H H “ ' 1) — !
fairess, which also explains the meaning of the term “max- jsfied flow inS. Since each unsatisfied flow has a bottleneck

min.”
We have the following theorem concerning the max-min
fair satisfaction matrix for unicast traffic.

Theorem 1 The max-min fair satisfaction matrix for uni-
cast traffic is unique.
Proof: We prove it by contradiction. Suppose that both
satisfaction matrices' and .S’ are max-min fair, and’ #
S’

Without loss of generality, assume tt$g} is the smallest
entry among all the entries ii that are different from their
corresponding entries ifi’, i.e.,

portinS, we first assume thdt; is a bottleneck port of;;
in S. By the definition of bottleneck ports, we know that
V5’ Si; > Sijr andzq SiqRiq = IB;. On the other hand,
sinceS’ is feasible, we havgjq quRiq < IB;, and it fol-
lows that} " Si,Riq < >_, SigRig. Becausesj; > Sy,
there must exis§’ such thatS;;; > ng/, otherwise we
can obtain the contradiction that S Riq > 3°, SiqRiq-
Noticing thatS;; > S,;, we have found’ = i andj’ such
that S; ;; < S;; andSy; > S5},.,, and thusS is max-min
fair. Similar reasoning can be applied to the case that;
is a bottleneck port of; in S.

Now we prove the “only if” part by contradiction. As-
sume thatS is max-min fair, but an unsatisfied flow;;
(thusS;; < 1) has no bottleneck port if.

There are two possible cases as to the relationship between rirst consider two possible cases thiat is not a bot-

Sij andSij: Sij > ng andSij > S;;. In the case that
ng > S;5, sincesS is max-min fair, according to the def-
inition, there existg” andj” such thatS;.;» < S;; and
Sinjn > S Thus, we can always hayeandg, such
that S;; > Spq A Spq > S, wherep = i andq = j in
the caseS;; > S}, andp = i” andq = j” in the case
Szlj > SZJ

Since Sy, > S,, and.S” is max-min fair, by the def-
inition, there must exisp’ and¢’ such thats,, , < S,
ands),, > Spq, and thusS,, > Sy, . Noticing that
Spq # S}, and thatS;; is the smallest different entry in
S, we can obtairb,,,, > S;;. Combining with the previ-
ous inequalitys;,, > Sy, we haveS, > S;;, which is a
contradiction with the fact that;; > 5.

Therefore S andS’ must be equal, and the max-min fair
satisfaction matrix is unique. ]

Next, we give the definition of bottleneck ports. Given

tleneck port ofF;; in S.
Case 1:There exists another flow frothn; with higher

satisfaction degree, i.edj’S;; > S;;. Let
S0 —Si;

7}%1‘]‘/"‘1‘211‘ Rij/Rij, ifx =1 andy =7

! i,-/*Si' . . .

Dmy = _Rij/“rRiJj Rij/Rij, if =1 andy = j/
0, otherwise

Case 2:The bandwidth of n; is not fully allocated, i.e.,
IB; > Zq SiqRiq. Let

mln{RU(l — Sij), IBl — Zq SiqRiq},
/ H . .
D, = if z=7dandy =j
0, otherwise
By adding g:z to S,,, the resulting matrix still main-

a satisfaction matrix, a port is the bottleneck port of a flow tains feasibility, and also satisfies the bandwidth coirstra
if the flow has the highest satisfaction degree among all theof /n;. Note thatD;, > 0 in both cases. It is the amount
flows traversing the port, and the bandwidth of the port is of bandwidth that can be added to the allocated bandwidth



of flow F;; without reducing the satisfaction degree of any
flow with lower satisfaction degree thah; .

Similarly, there are two possible cases whigwt ; is not
a bottleneck port of;; in S.

Case 1: There exists another flow ©ut; with higher

satisfaction degree i.ed’S;; > S;;. Let
Sy

R/+RZR jRij, ifx=diandy=j
Dy = TR, : +R” RyjRi;, if v =4 andy =j
0, otherwise

Case 2: The bandwidth ofOut; is not fully allocated,
i.e.,OBj > Zp Sijpj. Let
min{R;;(1 — Si;), OB; — 3, Spj Ry},
if x =7andy = j
0, otherwise

"o
D,, =

The satisfaction matrix formed bfy,,, + Z;g is feasible
and satisfies the bandwidth constraintait;, andD}; (>
0) is the amount of bandwidth that can be added{pS;;
without reducing the satisfaction degree of any flow with
lower satisfaction degree.

Considering the constraints at bdth; andOut;, define
matrix D as follows
min{D};, D}, if c=diandy =5
D, =~ min{Dj;, D};}, if x =1iandy = ;" andDj; #0
Y —min{Dj;, D{}}, if z=1i"andy = jandDj; #0
0, otherwise

Create a new satisfaction mati$x whereSg’Ey =Sz +
%. It is easy to verify thab’ is still feasible. Since;; >
Ty -

0, ng > S;;. According to the definition oD, we know
that the only other entries ifi” excepts;; that may be dif-
ferent from the corresponding entriesSrareS;;, ands;, ;.
BecauseS is max-min fair andS"7 > Syj;, by the def|n|t|on
of max-min fairess, eithes;;, and S;,; must be smaller
than its counterpartisy, i.e., S;;, < S V Sj,; < Si;.

If S’ < S;; or D;j» < 0, by the construction process,
we know thatD’ # 0, which indicates thab;;; > S;.
Similarly, we can obtain that i§/, i < S thenS;; > Si;.
Thus, there do not exigt and;j’ such thatS;/;» < S;; and
Sijr > Si,;, which contradicts the assumption thatis
max-min fair. [ |

Based on Theorem 2, we now present the max-min fair
bandwidth allocation algorithm for unicast traffic. The ba-
sic idea of the algorithm is to find the bottleneck ports of
unsatisfied flows in an iterative manner. After either each
flow is satisfied or a bottleneck port is identified for it, the
algorithm converges with a max-min fair satisfaction ma-
trix.

The pseudo code description of the algorithm is given in
Table 1. The input parameters of the algorithm are the in-
put bandwidth vectof B, output bandwidth vectap B and

Table 1. Max-min Fair Bandwidth Allocation
Algorithm for Unicast Traffic

Input: IB,0B, R
Output: S (The initial value of each entry if is 0.)

01) for eachin;, IR; = Zj Rij;
02) for eachOut;, OR; = =, Rij;
03) while @I R; > 0) {

04) selectn, such thatszBP < ’g

05) selecOut, such that/j g OB" < gﬁ :

06) if (772 < 54 {

07) |f(IBP <1){

08) for eachFy, if( Ry # 0 && Sy; = 0) Spy = e
09) IB, =0;

10}

11) else{

12) for eachfy,;, if(Rp; # 0 && Sp; = 0) Sp; =1,
13) IB, = IB, — IRy;

14) }

15) IR, =0;

16) for eachOut;, if (OR; # 0) {

17) OBj = OB; — Ry, Spj;

18) OR]‘ = OR]‘ — Ryi:

19}

20) }

21) else{

22) if (572 < 1){

23) for eachFy, if( Rig # 0 && Siq = 0) Sig = GR%;
24) OB, =0;

25}

26) else{

27) for eachFiq, if(Rig # 0 && Siq = 0) Siq = 1;
28) OB, = OB, — ORy;

29)  }

30) OR, = 0;

31) for eachin;, if (IR; # 0) {

33) IR; = IR; — Riq;

34) 1

35) }

36) }




request matrixk, and it generates a max-min satisfaction
matrix S with respect ta/ B, OB and R. Before running

the algorithm, each entry i8 is initialized to 0. We de- Input: Iteration 1:

fine the bandwidth share of a port to be the ratio of its total :33 3 00
available bandwidth to the total requested bandwidth, i.e. R= {% 3 %} S= {§ 0 0}

the amount of bandwidth that can be allocated to each unit 300 300
of the requested bandwidth. IB={111} IB={2%222}

oB={111} oB={011}

In steps 1 and 2 of the algorithm, two vectdid andOR IR={3 11} IR={2 20}
are initialized with the total requested bandwidth at eaeh i OR={332} OR={03 2}

put port and output port, respectively. During the exeautio

of the algorithm, when all the flows of an input port or out- . .
Iteration 2: Iteration 3:

put port have been assigned satisfaction degrees, the corre

n

. . : . 244 244
sponding entry il R or OR will be cleared to zero, which 355 355
means that there is no more bandwidth request. Step 3 starts §= {g 0 O} §= {g 1 1}
the iteration loop, and the algorithm converges when no in- 500 500
put port has any bandwidth request. Since any flow must be 1B={033} IB={003%
associated with an input port, when there is no bandwidth oB={0% 1} oB={0 4 L
request at any input port, all the flows have been assigned IR=1{020} IR = {000}
satisfaction degrees. Steps 4 and 5 find the input port and 3

OR={01% 3 OR={000}

output port with the smallest bandwidth share respectively
Steps 6 to 20 handle the case wher), has the smallest
bandwidth share among all ports. Step 7 checks whether théfTheorem 3 The max-min fair bandwidth allocation algo-
bandwidth share afn,, is less than or equal to one. Ifitis, rithm for unicast traffic achieves max-min fairness.

step 8 assigns the bandwidth share as the satisfactionedegre

for all flows of I'n,, that have not been assigned satisfaction Rroof: First, it can be observed thgt thg flows that are as-
degrees yet, and step 9 sets the leftover bandwidtngf signed satisfaction degrees in later iterations have taje

to zero. If the bandwidth share &, is greater than one ues. This is because in each iteration, the port with sntalles
. » , i X i .
in order for the resulting satisfaction matrix to be feasjbl bandwidth share is selected, and the bandwidth share is as-

step 12 assigns the satisfaction degree of any un—allocate&igned as the satisfaction dggree_to allthe flpws ir_1 thiaiter
flow to be the maximum value 1, and step 15 sets the left- Flon. Thus, for any flow that is assigned a satisfaction degre

over bandwidth offn, accordingly. Now all the flows of in step 8 or step 23, its satisfaction degree is larger than or

In, have been assigned satisfaction degrees, and therefor‘équal to the satisfaction degree of any flow that is assigned
stepp 15 clears the bandwidth requesfof, to zerio Onthe @ satisfaction degree before the current iteration. Alde no

other hand, steps 16 to 19 update the available bandwidththat any unsatisfied flow can only be assigned a satisfaction

and requested bandwidth of the remaining output ports bydeg_ree 3'”‘9? '? stgp 8dor step .23’ and1tr21at the flozv;s that are
removing the flows ofin, from consideration. Similarly, assigned satisfaction degrees in step 12 or step 27 are satls

fied flows. Furthermore, we can see from step 9 or step 24
teps 21 to 35 handle th I, has th llest '
oo e e Gas6 WHE, 1as TE SETEST ™ that the available bandwidth df,, or Out, is fully allo-

cated. Thereforeln, or Out, must be the bottleneck port
of any unsatisfied flow that is assigned a satisfaction degree
We give an example to illustrate the operation of the al- in step 8 or step 23. Based on Theorem 2, we know.$hat

gorithm. Consider & x 3 switch, and each input port and is max-min fair. [ ]
output port have a unit of available bandwidth. The request Due to the one-to-one correspondence relationship, af-
matrix R is given as follows. Before running the algorithm, ter S is obtained, its corresponding max-min fair allocation
vectors/ R andOR are initialized. Then the iteration loop matrix A can be easily obtained as well, which gives the
begins. In iteration 10ut; has the smallest bandwidth allocated bandwidth of the logical guaranteed performance
share and all flows t@ut; are assigned a satisfaction de- flow F;.
greeggi = % SetOB; andOR; to zero, and update the By now we have completed phase one of bandwidth al-
entries in/ B and I R accordingly. In iteration 2/n; has location. All guaranteed performance flows have been allo-
the smallest bandwidth share and all the remaining flows cated bandwidth based on the max-min fairness principle.
from In, are assigned a satisfaction degéeeln iteration However, at this time, some input ports and output ports
3, all the remaining flows fronins are satisfied, and the may still have leftover bandwidth, which can be used to
algorithm converges. transmit best effort traffic. Fortunately, the allocatidn o




leftover bandwidth to best effort flows can be done using the Out, Out, Outs
same algorithm but with different input parameters, which Fi é ‘ ;1 B, R, Fﬂ%
we denote ad B, OB and R, respectively. /B andOB P !
should be set as the values B and OB when the algo- D

rithm for phase one finishes, i.e., the unused bandwidth of 1
all input ports and output ports. The initialization Bfcan B
be quite flexible. For examplé_iij can be set to eithdrB; !
or OB;, which means that the logical best effort flow re-
guests the whole bandwidth of its input port or output port. ! : i
With B, OB andR, the algorithm then generates the max- FL P2 FLF2 =3
min satisfaction matrix for best effort traffic.

Now we analyze the time and space complexities of the . ]
algorithm. Since each iteration of the algorithm assigis sa Figure 2. An example of multicast flows.
isfaction degrees to the flows of an input port or output port
it converges withM/ + N iterations in the worst case. Note
that any “for each ...” operation can be done in parallel.
Thus, in each iteration, the most time consuming opera-
tion is to compare the bandwidth share of all ports to find
the smallest one. The comparison can be done in paralle
and has time complexit@(log(M + N)). Thus, the time
complexity of the algorithm i©((M + N)log(M + N)).

In In, In;

' rely on any specific hardware architecture, and is generally
applicable to all packet switches with multicast traffic.
Multicast traffic has some significant differences from
unicast traffic. With unicast traffic, any flow has only one
fJIestination. As analyzed in Section 2, unicast flows of the
same input-output pair can be viewed as a single logical
flow. However, this simplification approach does not work

Considering that the algorithm needs to be executed onlyfor muIUcasF traffic. Since a muIt|_cast flow may be des__tlned
to several different output ports, its bandwidth allocati®

once each time after the requested bandwidth of the flows . . .
changes, the time complexity is acceptable. As to the Sloaceconstramed by the available bandwidth of all these output

complexity, except the input parameters, the only extra var p_orts. Thus, when analyzing mu_l'ucast trafflc, we can com-
ables used in the algorithm are vectdi® andOR. Thus bine only the flows of the same input-multicast destination

the algorithm has space complexity @M + N'), which pair, that is, the flows leaving from the same input port and
' destined to the same set of output ports. As a result, with

's moderate. multicast traffic, there can be as many24% — 1 different
3 Max-min Fair Bandwidth Allocation Algo- logical flows at each input port, comparing A with uni-
rithms for Multicast Traffic cast traffic.

In Section 2 died h tairly all bandwidth Thus, the notation representing a flow needs to be re-
f n Section ﬁwe stu 'i ow_toha|ry;':1 Oﬁf”‘te anawidtn \iceq 1o reflect the above observation. We assign each log-
or unicast traffic in packet switches. In this section, we ;..\ 4ow from the same input port a unique numbeand

extend the discussion to the more general scenarios Wher?dentify the flow with this number. For example, th&"
multicast traffic exists. The bandwidth allocation problem flow from input portZn; is now den'oted b¥*  We ’define
(] %"

fohr multlcast”can als% bedS(.)(leEd n two phasdes, "; which a branch of a multicast flow to be the packet transmission
phase one allocates bandwidth to guaranteed per Orrn"’mcgequencez from the source input port to one of the destina-

multicast flows and phase two deals with best effort flows. tion output ports, and represent the branchf to Out;

s o Gl Varsmisin, o, one o1 0 s orrampe, g2, h s 10
b ' P y two branchesf; to Out; andF}, to Outs.

ternet multimedia applications, such as teleconfererise, d . . . ,

tance learning and video on demand. The simplest way to As d'SCUS.SEd above, W|th_mult|cast trafﬁc_, there are more
process a multicast packet is to create multiple copies Ofthi?j?horze {?gs'?ilrf;?;'gi;g(r)ir;r;?rlij;zur:glljéEagj‘;n%\t]h;:and'
the packet and send each copy as an independent unica%rY. d gelax

packet to one of the destinations. However, some switcheslrI X, butEcarrl] have ?sthmany rowts as t”he ntL.meer (t)f different
such as crossbar switches, have built-in multicast support ows. Each row of the request or aflocation matrix repre-

to simultaneously send one packet to multiple output ports’sents the requested or allocated bar_1dwidth ofaspecific flow
and smartly scheduling multicast traffic on these switches atall the output ports. If tztllere are; d'f{‘jre”‘ logical flows

can greatly save network bandwidth and reduce multicast® 7 We can use the)_,—1 Kp + k)™ row to represent
latency. In input buffers, a multicast packet is usuallyeshv flow £

as a single copy in order to save space. A pointer based Use R} to denote the request dff;, or the requested
gueueing scheme, similar to that in [26], can be used to ef-bandwidth of flowF}/. at Out;, and A}; to denote the al-
ficiently organize multicast packets in the buffer. The fair location of £, or the allocated bandwidth of flo&* at

ix?

bandwidth allocation problem that we will discuss does not Out;. DefineS}; to be the ratio ofAf; to Rf;, and call it



the satisfaction degree (Et’_; or FF atOut;, i.e., and there is no oversubscription at any output, i.e.,
Ak
J

Sf] = Zr Vi ZAZ' < OB,
ij i,k

The matrixS formed bySfj is called the satisfaction matrix. Next, we define max-min fairness of bandwidth alloca-

WhenOut; is not a destination of %, all RY;, A% andS¥ tion for multicast traffic. A bandwidth allocation matrix

are set to zero. for multicast traffic is max-min fair with respect @3, OB
We define the following function to describe the fanout andR, if it is feasible, and it is impossible to increase the
property of a multicast flow: allocated bandwidth of any flow without reducing the allo-
f(FE) = {Outj|Rfj > 0} cated bandwidth of a flow with a lower satisfaction degree.

When A is max-min fair, we also say that its corresponding

In other words,f (ﬂ’;) is the set of output ports that flow satisfaction matrixs is max-min fair. Formally, if satisfac-
FE are destined to. For the example in FigurefF.,) = tion matrix S is max-min fair, for any feasible matris’,
{Outy, Outs}. the following condition holds

Note that _although_ a multicast flow have multiple S’f- > gk 335K 5K, < % A SE, > gk
branches destined to different output ports, it does noemak g g v v v
sense for these branches to have different requested or allo o ) ] .
cated bandwidth. In practice, all the branches of a multicas 1"€0rem 4 The max-min fair bandwidth allocation matrix
flow have packets arriving at the same rate. If a branch hador multicast traffic is unique.
more bandwidth than this rate, the excessive portion can-The proofis similar to that of Theorem 1 and is omitted.
not be utilized. On the other hand, if the bandwidth of a  Given a satisfaction matrix for multicast traffic, a port
branch is smaller than this rate, there must be some packis a bottleneck port of a multicast flow if the flow has the
ets that cannot be transmitted and are jammed in the bufferhighest satisfaction degree among all the flows traversing
In the rest of the discussion, we make the assumption thathe port and the bandwidth of the port is fully allocated.
a multicast flow always requests and is allocated the same~ormally, In; is a bottleneck port of flowF . if

amount of bandwidth at all of its destination outputs. As _ ot ek v R, Sh,

a consequence, all the branches of a multicast flow have JJ (Rij > 0AVGVE S 2 Sij/) A Z [F(FD)] =1B;

the same satisfaction degree as well due to the one-to-one T Z*

correspondence between the allocation and the satigfiactio andOut, is a bottleneck port of flowF?: if

More formally, : v

Out; € f(FE)AOuty € f(FL) — RE = RE,ASE = Sk, (Rl > 0Avivk'SE > S5) A Y Ry Sy, = OB;
p,T

The second significant difference between multicast traf-
fic and unicast traffic is that bandwidth allocation for multi It should be noted that a multicast flow may have more than
cast traffic has different feasibility criterion. For a mcéist one bottleneck output ports.
flow F};, itis allocatedA?; (whereOut; € f(F})) band-
width at each of its output ports, and the total bandwidth
that flow F* needs at the output side for all branches is
|f(FF)|AF;. On the contrary, at the input side, there is only
a single copy of traffic, and it needﬁj bandwidth. Thus,

the feasibility of bandwidth allocation for multicast tiaf ~ and is omitted. s
should be adjusted. Based on Theorem 5, we present the max-min fair

1B andOB still denote the input bandwidth vector and bandwidth allocation algorithm for multicast traffic, wieos

output bandwidth vector, respectively. We say that an al- pse‘%d‘? code descrl_ptlon IS given in Table 2. . _
location matrixA for multicast traffic or its corresponding Slmllar to the unicast scenarios, the_ algorlthm f|r_1ds the
satisfaction matrixs is feasible with respect t6B, OB port with thg sma_llest bandwidth share in each iteration and
andR if no branch is allocated more bandwidth than its re- 2ssSigns satisfaction degrees to all the flows of the port, and
quested bandwidth, i.e., the algorithm converges when no input port has any band-
width request. However, due to the introduction of multicas
VivjVkAY, < RY, traffic, the requested bandwidth of a branch at its input port
and there is no oversubscription at any input, i.e is divided by it_s fanout s_ize. When the flows of an input port
Ak T has been assigned satisfaction degrees, all the branches of
WZ |f(1~ij’;)| <IB; these flows should be removed from the remaining output
j,k 1k

Theorem 5 A feasible satisfaction matrix for multicast
traffic is max-min fair if and only if each unsatisfied flow
has at least one bottleneck port.

The proof of the theorem is similar to that of Theorem 2,

ports. Similarly, when the flows of an output port has been



Table 2. Max-min Fair Bandwidth Allocation
Algorithm for Multicast Traffic

Input: IB,0B, R
Output: S (The initial value of each entry if is 0.)

01) for eachini, IR: =}, , ﬁ
02) for eachOut;, OR; = 3°, R}
03) while @IR[i] > 0) {

04) selectin, such that/i ;2=
05) selecOut, such thawj &

06) |f(§BP < 9Bay ¢

Bp<12
7

= Rj'

= ORy4
07) |f(§BP <1){

08) for eachF,EJ, if (R}, # 0 8& Sf; = 0) S = 7725
09) IB, = 0;

10)

11) else{

12) for eachfy;, if (R); # 0 && Sy; =0) S 1;
13) IB, =IB, — IRp

14) }

15) IR, =0;

16) for eachOut;, if (OR; # 0) {

17) OB; =0B; - Y, R" Sk

18) OR; = OR; — ¥, R*;;

19) }

20) }

21) else{

22) |f(ng <1{

23) for eachFJ;, if (RE, # 0 && Sk =0) Sk = 922;
24) OB, =0;

25) }

26) else{

27) for eachr:, if (RF, # 0 && Sk =0) SE, = 1;
28) OB, = OB, — ORq,

29) }

30) OR, =0;

31) for eachln;, if (IR; # 0) {

32) IB;=1B; - Y., R} qu,

33) IR; =IR; — ¥, RE;

34) }

35) for all %, and eactOut;,

36) if(j #q&& Out; € f(FL)&& OR; #0){
37) OB; = OB, R" L Sh

38) OR; = OR, qu,

39) }

40) }

41)}

assigned satisfaction degrees, it is necessary to rembve al
other branches of the flows from consideration, as well as
to update the available bandwidth and requested bandwidth
of the remaining input ports.

To help understand the operation of the algorithm, we
give an example in the following. We still consideB & 3
switch. Each input port and output port have a unit of avail-
able bandwidth. There are five logical guaranteed perfor-
mance flows as illustrated in Figure & gives the band-
width request of each flow. First, the bandwidth request
at each input port and output port is summed up to initial-
ized IR andOR. It should be noted that althoughR is
still the same as that in the unicast example, no entry in
IR is larger than 1 due to the existence of multicast flows.
In iteration 1,0ut; has the smallest bandwidth share, and
all the branches t®ut, are assigned a satisfaction degree
2. Note that becausg’, has been assigned a satisfaction

degree, all of the branches &, should be assigned the
same satisfaction degree. Thug, is assigned the satis-
faction degre%. VectorsIB, OB, IR andOR are then
updated accordingly. In iteration 2uts has the smallest
bandwidth share, which is larger than 1. Therefore, all the
flows to Outs are assigned a satisfaction degree 1. Again,
since F, has a branch t®uts, all its branches should be
assigned a satisfaction degree 1, and thigis= 1. After

two iterations, all the flows have been assigned satisfactio
degrees, and the algorithm converges.

Input: Iteration 1: Iteration 2:
330 530 5350

003 000 001
R=<100 $5=¢200 S=¢200
033 000 011

100 200 200
IB={111} IB={22%2 IB={%3:3%
oB={111} oB={031} O0B={033
IR={3}34} IR={}%0} 1R={000}
OR={322} OR={01%2 OR={000}

Theorem 6 The max-min fair bandwidth allocation algo-
rithm for multicast traffic achieves max-min fairness.

The proof is based on Theorem 5 and is similar to that of
Theorem 3. The basic idea is as follows. Any unsatisfied
flow can only be assigned a satisfaction degree either in step
8 or step 23, and accordingly eithkg,, or Out, is a bottle-
neck port of the flow. Since all unsatisfied flows have bot-
tleneck ports, the resulting satisfaction matrix is maxrmi
fair. The detailed proof is omitted.

As we have seen, due to the introduction of multicast
flows, the max-min fair bandwidth allocation algorithm for
multicast traffic is much more complex than the algorithm
for unicast traffic. Suppose that the maximum number of
logical flows at any input porti&. The algorithm still con-
verges inO(M + N) iterations, and the complexity of each
iteration ismax{O(log(M + N)),O(K)}. Thus, the time



complexity of the algorithm isnax{O((M + N)log(M +
N)),O((M + N)K)}. As to the space complexity, the al-
gorithms stills needs the vectaf& andOR to store the to-

tal requested bandwidth of all input ports and output ports.
Thus, the space complexity remains to®e\/ + N).

4 Conclusions
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consideration for the design of modern switches, and is usu-

ally provided by various fair scheduling algorithms. Alirfa
scheduling algorithms require a feasible and efficient band

width allocation scheme as the scheduling basis. However,

each input port or output port usually has only the band-
width information of the flows traversing itself. Thus, it is
essential to carefully design a globally efficient bandtvidt
allocation scheme. In this paper, we have considered how t
fairly allocate bandwidth in packet switches. We formutiate
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of feasibility and max-min fairness. As the first step, we an-

alyzed the simpler unicast scenarios, and presented the fai

bandwidth allocation algorithm for unicast traffic, which i

proved to achieve max-min fairness. We then extended the
discussion to the more general multicast scenarios and pre-

sented the fair bandwidth allocation algorithm for mulsica
traffic. We proved that the algorithm for multicast traffic

switches,” Cluster Computingvol. 6, no. 2, pp. 105-114,
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also achieves max-min fairness. In addition, we analyzed|1g] T. Anderson, S. Owicki. J. Saxe and C. Thacker, “Higbep

the complexity of the algorithms and presented examples to

illustrate the operation of the algorithms.
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