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The Grid computing cyber-infrastructure is a computing platform aimed at providing high-end computing capabilities for applications through coordinated resource sharing across different distributed administrative domains [1]. There are significant challenges in the design, implementation, and deployment of large-scale scientific applications for real-world Grid environments. In order to run applications efficiently on the Grid computing cyber-infrastructure, one must address important issues of performance and scalability. It is well understood that the performance of the networks connecting the Grid computing cyber-infrastructure plays an important role in determining the overall application performance and scalability.

Parallel Real-time Immersive network Modeling Environment (PRIME) is a real-time simulator designed to model the global-scale networking conditions [2]. PRIME achieves high-performance simulation of large-scale networks with tens of thousands up to millions of network entities under realistic traffic load by taking advantage of both advanced parallel and distributed simulation technologies and multi-resolution network traffic modeling techniques. Further, as a real-time simulator, PRIME allows unmodified real-world implementations of distributed applications, network protocols and services to run together with the network simulator that operates in real time, where real network traffic generated from these real applications is conducted by the simulation system and thus subjected to the simulated network conditions (with proper packet delays and losses) computed as a result of both real and virtual traffic traversing the virtual network and competing for network resources.

We propose to develop a large-scale Grid application performance evaluation platform. This platform will be based on our existing work using PRIME to conduct large-scale performance evaluations of TCP variants [3]. The proposed platform will combine real-time immersive simulation, emulation, machine and time virtualization techniques, by connecting the real-time network simulator with instances of virtual machines for a faithful representation of the computation and communication resources of the Grid computing environment. In this case, our evaluation platform can be used to design, prototype, debug, evaluate Grid applications (such as Grid MPI applications). We will first tailor PRIME to model the global-scale networking conditions of a real-world Grid computing environment. We will then leverage our current research and development of large-scale model-driven network emulation infrastructures, and extend PRIME to explore a wide variety of Grid environments and applications. Specifically, PRIME will be augmented with the ability to model various specific networking resources in global Grid environments. We will develop methods to support efficient execution of large-scale applications on our virtual Grid environment. 

Our project will also be extended to evaluate the performance impact of real Grid applications in the GreenLight environment. On the one hand, we can extend the performance evaluation platform to predict the power signatures of large-scale Grid applications using an accurate representation of the computation and communication resources of the Grid computing environment. On the other hand, we can evaluate the impact of new power-aware dynamic source scheduling and virtual machine migration techniques on the performance of the Grid applications. 

The project will benefit from active participation of students and close collaborations with other GCB and GreenLight teams. Although the project will be suitable for one graduate student under the guidance of his advisor, it can be expanded to include at least three other students participating in the development of Grid environment models, power consumption models, profiling tools of Grid applications, and the design and implementation large-scale experiments. 
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