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Project Description
The main characteristic of genomic data is its large size. For example, GDB, which is a public repository of information on the human genome is 8GB in size; Genbank, which is the NIH sequence database, has over 65 billion bases. 

I am interested in implementing solutions for problems related to the storage, search and retrieval of genomic sequence data using high performance computer systems. 

One of the most striking features of DNA is the extent to which repeated substrings occur in the genome. In C. elegans (3.6 million bases) over 7,000 families of repetitive sequences have been identified. Families of reiterated sequences account for about one third of the human genome.

Repeat sequences come in many different flavors and are responsible for different functions and diseases. Finding repeats has applications in finding defective genes, and in forensic DNA fingerprinting.

There are a number of programs available for finding repeats. RepeatMasker is a popular software for finding repeats. 
Current repeat identification software is slow, creating a costly bottleneck in large-scale analyses. Using RepeatMasker on a single processor would require about one month to analyze the entire human genome. 
We have developed and implemented a suffix-array based algorithm to search for direct repeats and other variants such as inverted repeats and complemented inverted repeats. The implementation on a single computer appears to be very fast. It searches for single patterns in a sequence of roughly a few million bases in less than a second.

We believe that this algorithm, when implemented on a high-performance computing system will scale well enough to be able to perform the required computational tasks on genomic sequences of much greater length in reasonable time. 

We have not ported the code to a grid environment or a super computer. Memory is an issue because if we want to process the entire human genome, we would require a computer with an estimated 40 GB of RAM. An alternative approach is to use distributed  computing techniques to break up the problem into smaller sub problems to be then solved in a grid environment.
