1. The current research and investment into computational grids is motivated by an assumption that coordinated access to diverse and geographically distributed resources is valuable.  Why? Current generation of supercomputers has effectively dealt with computational problems.

Due to their size and complexity, these problems are becoming resource (computational and data) intensive and consequently entail the use of a variety of heterogeneous resources that are not available in a single organization. Grids enable the sharing, selection, and aggregation of a wide variety of resources including supercomputers, storage systems, data sources, and specialized devices. In addition, contemporary supercomputers are essentially multiprocessors with shared memory. There is a problem of scalability associated with it.

2. Can you elaborate on the differences between the management requirements of Grid and peer-to-peer configurations and those of 'traditional' networks?

The management requirements of P2P and Grid configurations will have to be much smarter, dynamic, adaptive, failure tolerant than network systems. In P2P and Grid systems, applications aggregate and simultaneously consume services from many resources from many providers, depending on QoS demands from end-users. It also varies one application area to another. In traditional networks, systems architecture is mainly driven by client-server paradigm, so dynamism present in those systems is limited. Also, trust management and security issues are of greater importance within Grid configuration. 
3. How is Grid different from other technologies such as Clusters and P2P?

The key distinction between clusters and grids is mainly in the way resources are managed. In case of clusters, the resource allocation is performed by a centralized resource manager and all nodes cooperatively work together as a single unified resource. In case of Grids, each node has its own resource manager and don't aim for providing a single system view. P2P and Grid have different origins, but over time their difference has been minimized. P2P network is not really owned by anybody. The software exists and users just use it. Grid includes strict management and rules, as well as the ownership. Today, however, the difference is somewhat blurred. P2Ps do not have open interface as grids. Grids use standard open general-purpose protocols and interfaces.
4. In proposed Grid economy, resource consumers adopt the strategy of solving their problems at low cost within a required timeframe. How do you prove the effectiveness of resource brokers and associated scheduling algorithms that will enable consumers to reach their goal? 

Their performance needs to be evaluated under different scenarios such as varying the number of resources and users with different requirements. In a real Grid environment, it is hard, and perhaps even impossible, to perform scheduler performance evaluation in a repeatable and controllable manner for different scenarios. 
5. The availability of resources and their load continuously varies with time and it is impossible for an individual user/domain to control activities of other users in different administrative domains. Have authors made an attempt to overcome this limitation?

Authors have developed a Java-based discrete-event Grid simulation toolkit called GridSim. This toolkit supports modeling and simulation of heterogeneous Grid resources (both time- and space-shared), users, brokers, and application models. It provides primitives for the creation of application tasks, the mapping of tasks to resources, as well as their management.
6. Traditional approach for resource management architecture has been centralized. Why is this approach unsuitable for Economy Grid?
To optimize system-wide measures of performance, traditional centralized approach uses centralized policies that need complete state information and a common resource management policy. In a Grid, we do not have such privilege.
7. The broker uses scheduling algorithms to select resources dynamically at runtime depending on their availability, capability, and cost to meet user requirements. How does it adapt to changes in resource availability?

The broker continuously adapts in resource availability conditions by performance profiling (establishing job completion rate) and reschedules jobs appropriately to ensure that users’ requirements are met.
8. Is the Economy Grid described in the paper intended as an example, or is it being developed as production system or standard?

Nimrod-G Computational Resource Broker has been used as a resource broker for scheduling computations of Drug Design application, involving screening of molecules on the World Wide Grid testbed. Dr. Buyya in July 2001 claimed that as the tool gets established, it will be deployed on to production systems such as APAC (Australian Partnership for Advanced Computing) and VPAC (Victorian Partnership for Advance Computing) resources for routine use.
9. Can you think of some other influences on price setting strategies in competitive, international markets except the most common supply and demand? 

One also has to take into account national borders and different pricing policies within different countries such as taxation, consumer price index, inflation, etc. In short, politics play an important role when it comes to pricing of the services.
10. Can you think of some solutions to address these other factors that influence price setting strategies?

Implementations may need to consider different pricing policies within different countries such as taxation, consumer price index, inflation, etc. There are micro and macroeconomic factors that play an important role. One can also neglect them and build a price model on which all the Grid consumers have to agree.
