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1. How is Data Grid different than SRB? When somebody should choose to use SRB and vice versa?

SRB is a middleware that provides a uniform interface for accessing heterogeneous data resources. It also serves as middleware via rich-set of APIs available to higher-level applications. SRB uses MCAT (Metadata Catalog) to access datasets and resources.

According to paper, SRB provides a valuable building block for Data Grid architecture, but it should also benefit from the basic services provided by the high-level components of Data Grid like Replica Selection and Replica Management.

2. Data Grid architecture is proposed as general and high-level architecture, and said to be configured to different applications as needed. Can you give some examples of variations of Data Grid in this manner?
One example is the High Energy Physics application in which a subset of data from a file instance is used for replication instead of the whole file instance.
3. In the paper, it is said:

“…when data is being stored in a database system, there are advantages to combining metadata and storage into the same abstraction.” (Page 3)

Can you give an example or explain why?

It is easy to implement, and we can use the same interface to access both the data and metadata.

4. For Data Access API,  support for remote requests to read and/or write file instances and determining file instance attributes (e.g. size) are given as the basic functionality. What other functionality is provided by Data Access API in current Data Grid implementation/prototype?

In current Data Grid implementation there is: create, open, close, read, write operations on file interfaces, and transfer between different storage systems.

5. It is proposed that applications should provide feedback to storage system, so that the storage system can optimize itself. From this, can we infer that, Data Grid has self-optimization capability? If yes, can you give some examples of self-optimization being utilized?
For Replica creation decisions, information obtained from applications can be used to whether create a replica or not, and determining other replica management policies in that matter.

6. In the paper, 3 different metadata services are explained, and then the authors propose a single interface for accessing all these metadata services. What are Pros/Cons of using a single interface?
Pros: Uniformity in naming, publishing and accessing the different metadata services.

Cons: Complicated implementation, redundancy.

7. Metadata service proposed in the paper is treated as a distributed directory service. Is it the best way to handle it? Are there other ways? 
Usage of Distributed Directory Service provides scalability, avoiding single point-of-failure and local control of data.
Another proposal might be the centralized directory service, but it wouldn’t make sense in the Grid architecture, which is distributed in nature.

8. In the paper, two high-level Data Grid components are proposed: Replica management and Replica selection. What other useful components can be thought of? Why?

Request Management, Transaction Management, Dynamic Replication Strategies might be three useful components.

9. What are the criteria for creating a replica for a dataset? Does it interfere with the regular data access operations? If yes, how availability can be ensured in that case?
Replicas are created when a new storage location offers better performance or availability. 

In some cases it may be the case that one application accessing the storage might be interfered by a replica creation process. For this problem, some policies can be identified and deployed, so none or minimum interference occur in the overall process of the system.

10. Replica management was provided for only read-only file instances at the time paper was published. Has it been enhanced for read/write file instances since then? If yes, how do they handle the consistency issue?
They didn’t follow-up the work in this paper, so there is no extension for write file instances coming from authors of this paper. But, there is another work published in:
“Replica Management in Data Grids” by Leanne Guy et al. which implements replica management for read/write file instances by following a mechanism which is equivalent to reader/writer synchronization on a set of files using appropriate locking mechanisms.
