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Abstract—Maximal automation of routine IT maintenance procedures is an ultimate goal of IT service management. System monitoring, an effective and reliable means for IT problem detection, generates monitoring tickets to be processed by system administrators. IT problems are naturally organized in a hierarchy by specialization. The problem hierarchy is used to help triage tickets to the processing team for problem resolving. In this paper, a hierarchical multi-label classification method is proposed to classify the monitoring tickets by utilizing the problem hierarchy. In order to find the most effective classification, a novel contextual hierarchy (CH) loss is introduced in accordance with the problem hierarchy. Consequently, an arising optimization problem is solved by a new greedy algorithm. An extensive empirical study over ticket data was conducted to validate the effectiveness and efficiency of our method.

Index Terms—System monitoring, Classification of monitoring data, Hierarchical multi-label classification

I. INTRODUCTION

Changes in the economic environment force companies to constantly evaluate their competitive position in the market and implement innovative approaches to gain competitive advantages. Without solid and continuous delivery of IT services, no value-creating activities can be executed. Complexity of IT environments dictates usage of analytical approaches combined with automation to enable fast and efficient delivery of IT services. Incident management, one of the most critical processes in IT Service Management [1], aims at resolving the incident and quickly restoring the provision of services while relying on monitoring or human intervention to detect the malfunction of a component. In the case of detection provided by a monitoring agent on a server, alerts are generated and, if the alert persists beyond a predefined delay, the monitor emits an event. Events coming from an entire account IT environment are consolidated in an enterprise console, which analyzes the monitoring events and creates an incident ticket in a ticketing system [2]. The information accumulated in the ticket is used by the System Administrators (sysAdmins) for problem determination and resolution. The efficiency of these transient resources is critical for the provisioning of the services [3]. Many IT Service Providers rely on a partial automation for incident diagnosis and resolution, with an inter-twined operation of the sysAdmins and an automation script. Often the sysAdmins’ role is limited to executing a known remediation script, while in some scenarios the sysAdmin performs a complex root cause analysis. Removing the sysAdmin from the process completely where it is feasible would reduce human error and speed up restoration of service. The move from partially to fully automated problem remediation would elevate service delivery to a new qualitative level where automation is a complete and independent process, and where it is not fragmented due to the need for adapting to human-driven processes. The sysAdmin involvement is required due to the ambiguity of service incident description and classification in a highly variable service delivery environment. We propose an effective method and a system to address the uncertainty of classification.

Fig. 1: The system overview

An overview of the system for ticket enrichment and auto-remediation is presented in Fig.1. In the system, the Enrichment Engine allows classification of monitoring tickets by applying hierarchical multi-label classification, then finding the most effective classification based on results from newly introduced loss function, and finally invoking an automated action: auto-resolution script or auto-check
script for enriching or resolving the ticket. In the case where auto-resolution seems unfeasible, the enriched ticket is assigned to a sysAdmin for a review. In this paper we focus on the hierarchical multi-level classification that preserves problems hierarchy and a novel CH loss function.

The description of symptoms of a problem is typically a short text message as shown in Fig.2.(a). The sample ticket describes a failure of an application to write data to NAS (Network-Attached Storage) [4] file system. To identify a root cause of the problem, it is rational to limit a search space by classifying the incident tickets with their related class labels. Based on the message in Fig.2.(a) the ticket presents a problem related to File System, NAS, Networking and Misconfiguration. Therefore, root cause analysis should be limited to four classes. Moreover, the collection of class labels is hierarchically organized according to the relationship among them. For example, as shown in Fig.2.(b), because NAS is a type of FileSystem, the label FileSystem is the parent of the label NAS in the hierarchy. This taxonomy could be built automatically ([5], [6], [7]) or it could be created with the help of domain experts [8]. In IT environments, hierarchical multi-label classification could be used not only for the problem diagnosis ([9], [10], [11], [12]), but also for recommending resolutions ([13]) or auto-check scripts. The ticket in our example could have a solution that addresses FileSystem, NAS, Networking and/or Misconfiguration - a highly diversified action recommendation. Furthermore, based on the hierarchical multi-label classification, actions with different levels in the hierarchy are recommended, where the actions from NAS category are more specific than the ones from FileSystem.

In this paper we first define a new loss function, which takes the contextual misclassification information for each label into consideration and is a generalization of Hamming-loss, H-loss and HMC-loss function [14]. Next, using Bayesian decision theory, we develop the optimal prediction rule by minimizing the conditional risk in terms of proposed loss function. Finally, we propose an efficient algorithm to search the optimal hierarchical multi-labels for each data instance.

The rest of this paper is organized as follows. In section II, we describe related work and identify limitations of existing methods. New loss function for better evaluation of the performance of the hierarchical multi-label classification is proposed in section III. In section IV, the optimal prediction rule is derived with respect to our loss function. Section V describes the algorithm for hierarchical multi-label classification. Section VI illustrates the empirical performance of our method. The last section is devoted to our conclusions and future work.

II. RELATED WORK

The hierarchical classification problem has been extensively investigated in the past ([15], [16], [17], [9], [18], [19], [20], [21]). As a more general case, the hierarchical multi-label classification, where an instance can be labelled with nodes belonging to more than one path or a path without ending on a leaf in the hierarchy, has received much attention.

Recent literature considers several approaches to addressing the hierarchical multi-label classification problem. The first employs existing classification algorithms to build a classifier for each label independently without any consideration of the hierarchical dependencies of labels. This approach leads to difficult interpretation of the classification result due to the hierarchical inconsistency when an instance is labelled as positive on child label but labelled as negative on parent label. A second approach is to adapt existing single label classification algorithms, such as decision tree([22], [23]). A third approach is based on the first approach but applies some post-process to automatically guarantee the hierarchical consistency ([10], [11], [12], [14]). We focus on the third approach in this paper.

Cesa-Bianchi et al. [10] introduce an incremental algorithm to apply a linear-threshold classifier for each node of the hierarchy with performance evaluation in terms of H-loss. Moreover, the Bayes-optimal decision rules are developed by Cesa-Bianchi in [15]. And Cesa-Bianchi et al. [11] extend the decision rules to the cost-sensitive learning setting by weighting false positive and false negative differently. Wei and James [14] propose the HIROM algorithm to obtain the optimal decision rules with respect to HMC-loss by extending the CSSA algorithm in [12], which has a strong assumption that the number of classes related to each instance is known.

Most approaches that utilize “Flat” classification treat each class label or category as independent by learning an independent binary classifier for each label.

For hierarchy information, hierarchical loss (H-loss) has been proposed in [10]. The main idea is that any mistake occurring in a subtree does not matter if the subtree is rooted with a mistake as well. As illustrated in (f) of Fig.2, the H-loss only counts once for the label Database even though a mistake also takes place in label DB2 and Down (i.e., db2 is down). This idea is consistent with the scenario of problem diagnosis, since there is no need for further diagnosis in the successive children labels if the reason for the problem has already been excluded in the parent label. However, H-loss could be misleading. Considering for example (f) in Fig.2, after the solution related to Database is wrongly recommended, it is bad to refer the solutions belonging to the successive categories, such as DB2 and DOWN.

The HMC-loss [14] loss function is proposed by weighting the misclassification with the hierarchy information while avoiding the deficiencies of the H-loss. It also differentiates the misclassification between the false negative (i.e., FN) and the false positive (i.e., FP) with different penalty costs. In Fig.2, assuming $a$ and $b$ are the misclassification penalties for FN and FP respectively, (c) and (d) have 2 FN misclassification errors, so both of them incur $2a$ HMC-loss. Moreover, (e) and (f) suffer 3b HMC-loss since they get 3 FP misclassification errors. However, HMC-loss fails to show the distinction between (c) and (d). In the scenario of the resolution recommendation, based on (c), more diverse solutions are recommended since the ticket is related to both FileSystem and Networking, while only the solutions related
### III. Hierarchical Multi-label Classification

#### A. Problem Description

Let \( \mathbf{x} = (x_0, x_1, \ldots, x_{d-1}) \) be an instance from the \( d \)-dimensional input feature space \( \chi \), and \( \mathbf{y} = (y_0, y_1, \ldots, y_{N-1}) \) be the \( N \)-dimensional output class label vector where \( y_i \in \{0, 1\} \). A multi-label classification assigns to a given instance \( \mathbf{x} \) a multi-label vector \( \mathbf{y} \), where \( y_i = 1 \) if \( \mathbf{x} \) belongs to the \( i \)-th class, and \( y_i = 0 \) otherwise. We denote the logical compliment of \( y_i \) by \( \overline{y}_i = 1 - y_i \).

The hierarchical multi-label classification is a special type of multi-label classification when a hierarchical relation \( H \) is predefined on all class labels. The hierarchy \( H \) can be a tree, or an arbitrary DAG (directed acyclic graph). For simplicity, we focus on \( H \) being the tree structure leaving the case of the DAG to future work.

In the label hierarchy \( H \), each node \( i \) has a label \( y_i \in \mathbf{y} \). Without loss of generality, we denote root node by \( 0 \), and its label by \( y_0 \). For each node \( i \), let \( pa(i) \) and \( ch(i) \) be the parent and children nodes respectively of the node \( i \). An indicator function \( I_e \) of a boolean expression \( e \) is defined as

\[
I_e = \begin{cases} 
1, & e \text{ is true;} \\
0, & e \text{ is false.}
\end{cases}
\]  

A hierarchical multi-label classification assigns an instance \( \mathbf{x} \) an appropriate multi-label vector \( \mathbf{y} \in \{0, 1\}^N \) satisfying the Hierarchy Constraint below.

#### Definition III.1. (Hierarchy Constraint)

Any node \( i \) in the hierarchy \( H \) labeled positive (i.e., 1) if it is either the root node or its parent labeled positive. In other words,

\[
y_i = 1 \Rightarrow \{i = 0 \vee y_{pa(i)} = 1\}.
\]  

#### B. Hierarchical Loss Function

We denote the prediction vector by \( \mathbf{\hat{y}} \) and the ground truth by \( \mathbf{y} \). To take into account Hierarchy Constraint III.1 while finding optimal prediction, we consider:

#### Definition III.2. (Contextual Misclassification Information)

Given a node \( i \) in hierarchy \( H \), the contextual misclassification information depends on whether the parent node of \( i \) is misclassified when a misclassification error occurs in node \( i \).

There are four cases of misclassification of node \( i \) using Contextual Misclassification Information as shown on Fig. 3.

We incorporate the following four cases of the contextual misclassification information into the loss function to solve the optimization problem, i.e. the best predicted value compatible with the hierarchy \( H \).

- case (a): False negative error occurs in node \( i \), while the parent node \( pa(i) \) is correctly predicted.
Fig. 3: Four cases of contextual misclassification are shown in (a-d) for node $i$. Here the left pair is the ground truth; the right pair is the prediction. The misclassified nodes are marked with a red square.

- case (b): False negative error occurs in both node $i$ and $pa(i)$.
- case (c): False positive error occurs in node $i$, while the parent node $pa(i)$ is correctly labeled with positive.
- case (d): Both node $i$ and $pa(i)$ are labeled with false positive.

Referring to [14],[11], a misclassification cost $C_i$ is given according to the position information of node $i$ in the hierarchy $H$. And $\{w_i|1 \leq i \leq 14\}$ are the different penalty costs for the above four cases, respectively. Accordingly, a new flexible loss function named CH-loss (Contextual Hierarchical loss) is defined as follows:

$$
\ell(y, \hat{y}) = w_1 \sum_{i > 0} y_i \tilde{y}_{pa(i)} \tilde{y}_{pa(i)} C_i + w_2 \sum_{i > 0} y_i \tilde{y}_{pa(i)} y_{pa(i)} \tilde{y}_{pa(i)} C_i + w_3 \sum_{i > 0} \tilde{y}_{pa(i)} \tilde{y}_{pa(i)} C_i + w_4 \sum_{i > 0} \tilde{y}_{pa(i)} \tilde{y}_{pa(i)} C_i.
$$

(3)

Next we show that the popular loss functions, such as HMC-loss, Hamming-loss and H-loss, are special cases of CH-loss function. We formulate the exact results below. Due to limited space, all the proofs of the propositions are not presented in this paper.

By setting $\alpha$ and $\beta$ to be the penalty costs for false negative (FN) and false positive (FP) respectively, and noting that root node is always correctly labelled, the HMC-loss function defined in [14] may be expressed as

$$
\ell_{HMC}(\hat{y}, y) = \alpha \sum_{i>0} y_i \tilde{y}_i C_i + \beta \sum_{i>0} \tilde{y}_i \tilde{y}_i C_i.
$$

(4)

Proposition III.3. The HMC-loss function is the special case of CH-loss function when $w_1 = w_2 = \alpha$ and $w_3 = w_4 = \beta$.

Proposition III.4. The Hamming-loss function is the special case of CH-loss function when $w_1 = w_2 = w_3 = w_4 = 1$ and $C_i = 1$.

It is established in [14] that the Hamming-loss function is a special case of HMC-loss when $\alpha = \beta = 1$ and $C_i = 1$. Combining the result with the Proposition III.3, the Proposition III.4 is obvious.

The H-loss function (see [14]) cannot be reduced to HMC-loss function, while H-loss is a special case of CH-loss function. Remember that the H-loss function is defined in [10] as follows:

$$
\ell_H(y, \hat{y}) = \sum_{i > 0} I_{y_i \neq y_i} I_{\hat{y}_{pa(i)} \neq y_{pa(i)}} C_i.
$$

(5)

Proposition III.5. The H-loss function is the special case of CH-loss function when $w_1 = 1$, $w_2 = 0$, $w_3 = 1$ and $w_4 = 0$.

We summarize special cases of CH-loss in the Table I.

IV. EXPECTED LOSS MINIMIZATION

In this section we use the previously defined CH-loss function to predict $\hat{y}$ given instance $x$ by minimizing expected CH-loss. Let $y$ be the true multi-label vector of $x$, and $P(y|x)$ be the conditional probability that $y$ holds given $x$. The expected loss of labeling $x$ with $\hat{y}$ is defined by the following equation:

$$
LE(\hat{y}, x) = \sum_{y \in \{0,1\}^N} \ell(\hat{y}, y) P(y|x).
$$

(6)

Let $\hat{y}^*$ be (one of ) the optimal multi-label vector(s) that minimizes expected CH-loss. Based on Bayesian decision theory, the problem is described as follows:

$$
\hat{y}^* = \arg \min_{\hat{y}} LE(\hat{y}, x)
$$

s.t. $\hat{y}$ satisfies the hierarchy constraint III.1.

The key step in solving the problem (7) consists in how to estimate $P(y|x)$ in equation (6) from the training data. By following the work in [10], [11], [14], in order to simplify the problem, we assume that all the labels in the hierarchy are conditionally independent from each other given the labels of their parents. Since all the data instances are labeled positive at root node 0, we assume that $P(y_0 = 1|x) = 1$ and $P(y_0 = 0|x) = 0$. Due to an independency assumption we have:

$$
P(y|x) = \prod_{i=1}^{N-1} P(y_i|y_{pa(i)}, x).
$$

(8)

Thus to estimate $P(y|x)$, we need to estimate $P(y_i|y_{pa(i)})$ for each node $i$. The nodewise estimation may be done by utilizing binary classification algorithms, such as logistic regression or support vector machine. To deal with a significant computational load of the nodewise estimation, we parallelize the calculation. The details of the parallelization step are discussed in the next section.

The hierarchy constraint implies that $P(y_i = 1|y_{pa(i)} = 0) = 0$ and $P(y_i = 1|x) = P(y_i = 1, y_{pa(i)} = 1|x)$. In order to simplify the notation, we denote:

$$
p_i = P(y_i = 1|x) = P(y_i = 1, y_{pa(i)} = 1|x).
$$

(9)

Then $p_i$ can be computed based on $P(y_i = 1|y_{pa(i)} = 1,x)$ as:

$$
p_i = P(y_i = 1|x) = P(y_i = 1|y_{pa(i)} = 1,x) P_{pa(i)}.
$$

(10)

By combining the definition of CH-loss with equations (6) and (9), the computation of loss expectation $LE(\hat{y}, x)$ can be rewritten using $p_i$ notation as follows:
Let \( \sigma \)

**Proposition IV.3.**

The minimization problem (7) is equivalent to the maximization problem below:

\[
\hat{y}^* = \arg \max_{\hat{y} \in \{0, 1\}^N} LE_{\delta}(\hat{y}, x)
\]

s.t. \( \hat{y} \) satisfies the hierarchy constraint.

where

\[
LE_{\delta}(\hat{y}, x) = \sum_{i > 0} N_{i}(w_2 - w_1)C_i \hat{p}_i + \sum_{i > 0} N_{i} \hat{y}_{i} \left[ w_3 C_i \hat{p}_i - w_4 C_i (p_{i} - p_i) - w_4 C_i (1 - p_{i}) \right].
\]

The solution of the problem (17) by a greedy algorithm is described in the next section.

**V. ALGORITHMS AND SOLUTIONS**

As discussed in previous sections, there are three key steps to obtain the hierarchical multi-labeling of the instances having minimal CH-loss.

1) Estimate the probability of \( p_i \) for each node \( i \) based on the training data.
2) Use \( p_i \)s to compute the \( \sigma(i) \) defined by the equation (15).
3) Obtain the optimal predictor \( \hat{y}^* \) as a solution of the problem (17).

**A. Estimating \( p_i \)**

According to the equation (10), \( p_i \) can be computed by estimating the probability \( P(y_{i} = 1 | y_{pa(i)} = 1, x) \). For each node \( i \) with positively labeled the parent node, a binary classifier is built based on existing methods, such as logistic regression or support vector machine. Given an instance \( x \), we apply thresholding described in [24] to convert the real output of the classifier to estimate \( P(y_{i} = 1 | y_{pa(i)} = 1, x) \).

The task of building classifiers for all the nodes is a significant load. Since the building process of the classifier on each node only relies on the related training data and all the classifiers are mutually independent, we parallelize the task to improve the performance [25].

Then, the values of \( p_i \) are computed by applying formula 9 while traversing the nodes in the hierarchy. The time complexity of \( p_i \) computation is \( O(N) \), where \( N \) is the number of nodes in the hierarchy.

**B. Computing \( \sigma(i) \)**

With \( p_i \) available, \( \sigma \) can be computed based on equation (15) by recursively traversing each node of the hierarchy. Since each node in hierarchy needs to be accessed twice, one for computing \( \sigma_1 \) and the other for computing \( \sigma_2 \). Therefore, time complexity of \( \sigma(i) \) evaluation is also \( O(N) \).

**C. Obtaining \( \hat{y}^* \)**

The value \( \hat{y}^* \) is obtained by solving the maximization problem (17). [12] proposed the greedy algorithm CSSA, based on the work in [26] that allows for solving the problem (17) efficiently. However, CSSA only works under an assumption that the number of labels to be associated with a predicted instance is known. That assumption rarely holds in practice. In [14], the HIROM algorithm is proposed to avoid the deficiency.

<table>
<thead>
<tr>
<th>Goal</th>
<th>CH-loss parameter settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimize Hamming loss</td>
<td>( w_1 = w_2 = w_3 = w_4 = 1, C_i = 1 )</td>
</tr>
<tr>
<td>Minimize HMC-loss</td>
<td>( w_1 = w_2 = \alpha, w_3 = w_4 = \beta, C_i ) is defined by user</td>
</tr>
<tr>
<td>Minimize H-loss</td>
<td>( w_1 = w_3 = 1, w_2 = w_4 = 0, C_i = 1 )</td>
</tr>
<tr>
<td>Increase recall</td>
<td>( w_1 ) and ( w_2 ) are larger than ( w_3 ) and ( w_4 )</td>
</tr>
<tr>
<td>Increase precision</td>
<td>( w_3 ) and ( w_4 ) are larger than ( w_1 ) and ( w_2 )</td>
</tr>
<tr>
<td>Minimize misclassification errors occur in both parent and children nodes</td>
<td>( w_2 &gt; w_1 ) and ( w_4 &gt; w_3 )</td>
</tr>
</tbody>
</table>

**TABLE I: special cases of CH-loss**
of CSSA by giving the maximum number of labels related to a predicting instance. During the process of finding maximum number of labels, HIROM gets the optimal $\hat{y}^*$ by comparing all possible $\hat{y}$s with different numbers of labels related to a predicting instance.

We suggest a novel greedy labeling algorithm GLabel (Algorithm 1) to solve the problem (17). This algorithm finds the optimal $\hat{y}^*$ without knowing the maximum number of labels for the predicting instance. It labels the node (or super node) $i$ with maximum $\sigma(i)$ to be positive by searching in the hierarchy. If the parent node of $i$ is negative, then $i$ and its parent are merged into a super node whose $\sigma$ value is the average $\sigma$ value of all the nodes contained in the super node (Fig.4). The labeling procedure stops when the maximum $\sigma$ value is negative or all nodes are labeled positive.

![Fig. 4: Figure illustrates hierarchy with 9 nodes and steps of the algorithm 1. Nodes labeled positive are green. A dotted ellipse marks a super node composed of the nodes in it.](image)

Since the labeling procedure for each node may involve a merging procedure, the time complexity is no worse than $O(N\log(N))$, the same as HIROM. However, as shown in the experimentation section below, GLabel performs more efficiently than HIROM while not requiring knowledge of the maximum number of labels.

VI. EXPERIMENTATION

A. Setup

We perform the experiments over the ticket data set generated by monitoring of the IT environments of a large IT service provider. The number of tickets in the experiment amounts to about 23,000 in total. From the whole ticket data set, 3000 tickets are sampled randomly to build the testing data set, while the rest of the tickets are used to build the training data set. The class labels come from the predefined catalog information for problems occurring during maintenance procedures. The whole catalog information of problems is organized in a hierarchy, where each node refers to a class label. The catalog contains 98 class labels; hence there are 98 nodes in the hierarchy. In addition, the tickets are associated with 3 labels on average and the height of the hierarchy is 3 as well.

The features for each ticket are built from the short text message describing the symptoms of the problem. First, Natural language processing techniques are applied to remove the stop words and build Part-Of-Speech tags for the words in the text. The nouns, adjectives and verbs in the text are extracted for each ticket. Second, we compute the TF-IDF [27] scores of all words extracted from the text of tickets. And the words with the top 900 TF-IDF score are kept as the features for the tickets. Third, the feature vector of each ticket has 900 components, where value of each feature is the frequency of the feature word occurring in the text of the ticket.

Based on the features and labels of the tickets, we build a binary classifier for each node in the hierarchy with the SVM algorithm by using library libSVM [28]. The training data for each node $i$ are the tickets with a positive parent label. To speed up evaluation of the 98 SVM classifiers, we parallelize the process of training classifiers, using the fact that all the classifiers are independent.

The experiments are mainly conducted by comparing the proposed GLabel algorithm with state-of-the-art algorithms such as CSSA and HIROM. Note, that in the end, we also show benefits of hierarchical classification in comparison to the “Flat” classification.

B. Hamming loss

The GLabel algorithm can obtain optimal $\hat{y}^*$ with minimum Hamming loss by setting the parameters for Hamming loss, since Hamming loss is a special case of CH-loss. Given $w_1 = w_2 = w_3 = w_4 = 1$ for GLabel, $\alpha = \beta = 1$ for HIROM and $C_i = 1$ for both of them, empirical results are displayed in sub-figures (a)-(d) of Fig.5. Sub-figure (a) shows that the GLabel algorithm can automatically find the optimal

---

Algorithm 1 GLabel

1: procedure GLabel($H$)  
   ▷ $H$ is the label hierarchy, with $\sigma$ available  
2: define $L$ as a set, and initialize $L = \{0\}$  
3: define $U$ as a set, and initialize $U = H\backslash\{0\}$  
4: while TRUE do
5:   if all the nodes in $H$ are labeled then
6:     return $L$
7:   end if
8:   find the node $i$ with maximum $\sigma(i)$
9:   if $\sigma(i) < 0$ then
10:      return $L$
11:   end if
12:   if all the parents of $i$ are labeled then
13:      put $i$ into $L$, and remove it from $U$
14:   else
15:      merge $i$ with its parent as a super node $i^*$
16:      $\sigma(i^*)$ = average $\sigma$ values of the two nodes
17:      put the $i^*$ into $U$
18:   end if
19:   end while
20: end procedure
Following [14], we define the HMC-loss. The Glabel algorithm shows good performance in comparison to Hamming loss, Glabel algorithm gets 0.0219. HIROM gets 0.0227 at # 3; CSSA gets 0.0229 at # 3; GLabel gets 0.0217.

CSSA may get larger Hamming loss as the number of class labels increases. The sub-figure shows as in comparison to Hamming loss, GLabel algorithm shows good performance in Precision, Recall and FMeasure score.

C. HMC-loss

The HMC-loss considers loss with respect to the node position in the hierarchy. Following [14], we define the $C_i$ as follows,

$$ C_i = \begin{cases} 1, & i = 0; \\ \frac{C_{\text{pa}(i)}}{\# \text{ of } i\text{'s siblings}}, & i > 0. \end{cases} \tag{18} $$

To simplify, we set $w_1 = w_2 = w_3 = w_4 = 1$ for GLabel and $\alpha = \beta = 1$ for HIROM as well. The sub-figure shows that GLabel algorithm obtains the same lowest HMC-loss as HIROM algorithm does, with the HIROM tuned for minimizing the HMC-loss.

D. H-loss

In order to get the minimum H-loss, we set $w_1 = w_3 = 1, w_2 = w_4 = 0$ for GLabel and $\alpha = \beta = 1$ for HIROM, $C_i = 1$ for all the three algorithms. The sub-figure shows that GLabel gets the lowest H-loss in comparison to HIROM and CSSA minimums. HIROM and CSSA algorithms cannot get the optimal $\hat{y}^*$ with minimal H-loss.

E. Misclassifications occur in both parent and child labels

The worse error from the loss point of view is the misclassification of both parent and child nodes. We call such misclassification a parent-child error. In terms of CH-loss, GLabel can minimize the number of such cases by setting $w_1 = w_3 = 1, w_2 = w_4 = 10$ with more penalties in parent-child errors. To compare, we set in CSSA and HIROM $\alpha = \beta = 1$, and $C_i$ according to the equation (18). The sub-figure shows that GLabel reaches the minimum average number of parent-child errors, while CSSA and HIROM algorithms do not minimize the parent-child errors since they do not consider the contextual misclassification information in their loss function.

F. Time complexity

In order to evaluate the time complexity, we fix the same parameters but increase the number of labels, see sub-figure (h). We run three algorithms for 40 rounds and get the average time consumed. The sub-figure shows that run time of GLabel is independent from the number of labels, while run time of other algorithms require more time as the number of labels increases. Hence, the GLabel algorithm is more efficient than other two algorithms, especially in the cases with large number of class labels.

G. Comparison study with “Flat” classifier

To set up a “Flat” classification, a classifier is built for each label independently without considering the hierarchy constraint. The SVM algorithm is one of the best performing
algorithms used to classify the ticket data with each binary class label. In order to decrease the parent-child error, we set \( w_1 = w_3 = 1, w_2 = w_4 = 10 \), and \( \gamma_i \) as the equation (18). In addition, we define the hierarchy error as the average number of violated hierarchy constraints.

<table>
<thead>
<tr>
<th>Metric</th>
<th>SVM</th>
<th>GLabel</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH-loss</td>
<td>4.2601</td>
<td>2.6889</td>
</tr>
<tr>
<td>Parent-child error</td>
<td>0.3788</td>
<td>0.1729</td>
</tr>
<tr>
<td>Hierarchy error</td>
<td>0.0102</td>
<td>0.0</td>
</tr>
</tbody>
</table>

**TABLE II:** Comparison with “Flat” classification

The table II shows that GLabel algorithm has better performance in terms of CH-loss and parent-child error. Furthermore, the “Flat” SVM classification suffers on average 0.0102 hierarchy errors with each ticket, while GLabel complies with the hierarchy constraint and does not have hierarchy errors.

**VII. CONCLUSION AND FUTURE WORK**

In this paper, we employ hierarchical multi-label classification over ticket data to facilitate the problem diagnosis, determination and an automated action, such as auto-resolution or auto-check for enriching or resolving the ticket in the complex IT environments. CH-loss is proposed by considering the contextual misclassification information to support different scenarios in IT environments. In terms of CH-loss, an optimal prediction rule is developed based on Bayesian decision theory. This paper comes up with a greedy algorithm GLabel by extending the HIROM algorithm to label the predicting ticket without knowing the number or the maximum number of class labels related to the ticket.

In this paper, we focused on tree-based hierarchy, which can be extended to DAG-based hierarchy in future work. In addition, more domain expert knowledge can be automatically incorporated into the framework to reduce the system administrators’ involvement in the overall system proposed in this paper.
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